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RINGKASAN 

 

Urgensi penelitian ini terletak pada pengembangan model pengenalan wajah yang 

adaptif terhadap karakteristik siswa sekolah dasar, karena variasi arah pandang dan 

ekspresi wajah seperti tertawa, senyum, netral, dan cemberut sering menurunkan 

akurasi identifikasi sehingga diperlukan pemodelan yang sesuai untuk 

meningkatkan keandalan sistem presensi.  

Tujuan penelitian ini adalah menghasilkan model pengenalan wajah berbasis deep 

learning yang andal dan adaptif terhadap variasi sudut pandang serta ekspresi 

wajah, sebagai dasar pengembangan sistem presensi yang lebih efektif dan efisien 

di lingkungan pendidikan dasar.  

Metode penelitian mencakup lima tahapan utama, yaitu Pengumpulan Data, Pra-

pemrosesan, Ekstraksi Fitur, Pelatihan, dan Evaluasi Model. Data dikumpulkan di 

ruang kelas dengan pencahayaan alami menggunakan aplikasi berbasis GUI dan 

webcam Logitech C310, menghasilkan 3.700 citra dari 185 siswa (20 citra/siswa; 5 

sudut pandang × 4 ekspresi). Pra-pemrosesan memakai RetinaFace berbasis 

Python–PyTorch untuk deteksi, cropping–alignment berbasis landmark, serta 

normalisasi ke 112×112. Fitur diekstraksi dengan ResNet50 termodifikasi (vektor 

2048) dan normalisasi L2 untuk membentuk embedding. Pelatihan menerapkan 

ArcFace dengan MLP projection head (2048→256) dan skema 5-fold cross-

validation (80% latih; 20% validasi). Skema validasi silang memperluas pengujian 

sehingga setiap citra bergilir menjadi data validasi. Evaluasi menggunakan data uji 

terpisah berupa dua citra baru per siswa dengan metrik accuracy, F1-score, serta 

indikator kesalahan FRR. 

Hasil menunjukkan akuisisi data berjalan terstandar dan pra-pemrosesan 

menghasilkan citra terpusat serta selaras untuk pemodelan. Akurasi latih mencapai 

99,25% dengan akurasi validasi terbaik 98,75% dengan strategi regularisasi dan 

fine tuning (penurunan learning rate, peningkatan weight decay, dan label 

smoothing). Pada sesi uji held-out, model memperoleh Accuracy = 0,9830 dan F1 

= 0,9870 pada percobaan yang diterima, dengan Coverage = 0,9838 dan FRR = 

0,0162.  

Luaran penelitian ini berupa model pengenalan wajah yang konsisten untuk 

presensi siswa sekolah dasar, serta publikasi artikel ilmiah pada jurnal internasional 

terindeks Scopus. 

 

Kata Kunci:  CNN; Computer Vision; Face Embedding; Image Processing; 

Pattern Analysis  
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PRAKATA 

 

Puji syukur ke hadirat Tuhan Yang Maha Esa atas limpahan rahmat dan karunia-

Nya, sehingga penelitian yang berjudul "Pemodelan Deep Learning untuk Face 

Recognition pada Presensi Siswa Sekolah Dasar" dapat diselesaikan. Penelitian ini 

dilatarbelakangi kebutuhan akan sistem presensi yang lebih akurat, efisien, dan 

andal di pendidikan dasar. Presensi manual masih berpotensi menimbulkan antrean, 

ketidakteraturan pencatatan, serta kesalahan input, sehingga diperlukan alternatif 

yang lebih otomatis dan konsisten. 

Perkembangan computer vision dan deep learning membuka peluang penerapan 

presensi berbasis pengenalan wajah. Meski demikian, penerapannya pada siswa 

sekolah dasar memiliki tantangan khas karena perubahan pose dan ekspresi yang 

cepat dan beragam. Oleh sebab itu, penelitian ini memfokuskan pengembangan 

pipeline pengenalan wajah yang dirancang sesuai karakteristik siswa, mulai dari 

perancangan aplikasi pengumpulan data, perekaman citra wajah dengan variasi 

sudut pandang dan ekspresi, pra-pemrosesan melalui deteksi serta alignment, 

ekstraksi embedding, pelatihan model dengan supervisi ArcFace, hingga evaluasi 

pada skenario uji lintas sesi yang lebih merepresentasikan kondisi presensi nyata. 

Diharapkan hasil penelitian ini dapat menjadi dasar pengembangan sistem presensi 

yang lebih efektif sekaligus memperkaya kajian sistem cerdas terapan di 

lingkungan sekolah. 

Penulis menyadari bahwa keberhasilan penelitian ini tidak lepas dari dukungan 

berbagai pihak. Ucapan terima kasih disampaikan kepada Universitas Budi Luhur 

atas dukungan fasilitas, pembimbingan, dan pendanaan yang diberikan. Terima 

kasih juga kepada seluruh pihak sekolah yang telah berkontribusi dalam proses 

pengumpulan kebutuhan, pengujian, dan validasi sistem. Masukan yang diberikan 

sangat membantu dalam menyempurnakan penelitian ini. 

Akhir kata, penulis juga menyadari bahwa masih terdapat kekurangan dalam 

pelaksanaan penelitian ini. Oleh karena itu, kritik dan saran yang membangun 

sangat diharapkan guna penyempurnaan di masa yang akan datang. 

 

Jakarta, 09 Januari 2026 

Teja Endra Eng Tju 
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BAB 1. PENDAHULUAN 

 

1. Latar Belakang dan Rumusan Permasalahan 

Kemajuan teknologi deep learning telah memberikan perkembangan signifikan 

dalam bidang computer vision, khususnya pada deteksi dan pengenalan wajah (1–

3). Teknologi ini semakin banyak dimanfaatkan dalam berbagai aplikasi seperti 

autentikasi untuk aksesibilitas (4–6). Dalam sistem kehadiran, presensi berbasis 

pengenalan wajah dapat menggantikan metode konvensional seperti tanda tangan 

atau pencatatan manual. Implementasi presensi berbasis pengenalan wajah 

memungkinkan identifikasi dilakukan secara lebih cepat dan otomatis, sehingga 

mengurangi potensi kesalahan serta meningkatkan efisiensi administrasi. Integrasi 

dengan sistem manajemen kehadiran juga memperbaiki validitas dan reliabilitas 

data, sekaligus mendukung kelancaran operasional organisasi. 

Meskipun teknologi face recognition (pengenalan wajah) berbasis deep learning 

telah berkembang pesat, sistem ini masih menghadapi tantangan mendasar, 

terutama pada variasi sudut pandang dan ekspresi wajah yang dapat menurunkan 

konsistensi identifikasi. Tantangan tersebut menjadi penting dalam konteks sistem 

presensi wajah, karena akurasi dan kestabilan pengenalan berpengaruh langsung 

terhadap integritas data kehadiran. Berdasarkan hal tersebut, penelitian ini berfokus 

pada pengembangan model deep learning yang mampu memberikan identifikasi 

wajah secara konsisten terhadap variasi sudut pandang dan ekspresi. Tujuan 

penelitian ini adalah menghasilkan model pengenalan wajah berbasis deep learning 

yang andal dan adaptif terhadap variasi sudut pandang serta ekspresi wajah, 

sehingga dapat menjadi landasan bagi pengembangan sistem presensi yang lebih 

efektif dan efisien di lingkungan pendidikan dasar. 

2. Pendekatan Pemecahan Masalah 

Penelitian ini difokuskan pada pemodelan deep learning untuk presensi wajah 

siswa sekolah dasar agar rancangan dan data yang digunakan mencerminkan 

kondisi sebenarnya di lingkungan sekolah dasar. Siswa sekolah dasar dipilih karena 

memiliki karakteristik dan ekspresi wajah yang dinamis, sehingga arah pandang 

dan bentuk wajah terhadap kamera sering berubah dan menuntut model pengenalan 

wajah yang adaptif. 

Data diperoleh melalui pemotretan wajah dengan variasi sudut pandang (tampak 

depan, serong kanan, serong kiri, serong atas, serong bawah) dan empat ekspresi 

(tertawa, senyum, netral, cemberut). Ekspresi tertawa dan senyum dipilih karena 

perubahan intensitasnya dapat menggeser landmark wajah secara nyata (7), 

ekspresi netral digunakan sebagai referensi identitas dasar (8), sementara cemberut 
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mewakili ekspresi negatif dengan perubahan wajah yang lebih kuat (9). Kombinasi 

variasi tersebut dirancang untuk mendekati kondisi presensi nyata ketika arah 

pandang dan ekspresi siswa tidak seragam. 

Model deep learning kemudian dikembangkan dan dilatih pada data dengan variasi 

sudut pandang dan ekspresi tersebut agar mampu mengenali wajah siswa secara 

stabil, akurat, dan adaptif, sehingga dapat menjadi dasar pengembangan sistem 

presensi yang lebih andal di masa mendatang. 

3. State of the Art dan Kebaruan 

Penelitian terdahulu telah memanfaatkan data wajah dengan pendekatan yang 

beragam berdasarkan sudut pandang, ekspresi, dan jumlah data per individu. Salah 

satu penelitian untuk sistem presensi pegawai bank menggunakan 70 citra wajah 

per orang dengan variasi sudut pandang ke atas, bawah, kanan, dan kiri, serta 

ekspresi senyum, cemberut, melotot, dan menyipit (10). Penelitian lain 

menggunakan 15 citra per mahasiswa dengan sudut pandang depan, kiri, kanan, 

atas, serta miring kiri dan kanan, yang sebagian dikombinasikan dengan ekspresi 

senyum atau tanpa ekspresi (11). 

Beberapa penelitian menggunakan data wajah berdasarkan sudut pandang tanpa 

melibatkan variasi ekspresi wajah. Penelitian dengan lima sudut pandang (depan, 

kanan, kiri, atas, dan bawah) menggunakan 50 citra per mahasiswa (12) dan 126 

citra per siswa sekolah menengah pertama (13). Penelitian lain dengan tiga sudut 

pandang (depan, kiri, dan kanan) menggunakan 25 citra per individu di lingkungan 

kampus (14).  

Beberapa penelitian lain menggabungkan sudut pandang dan ekspresi wajah tanpa 

aturan yang pasti dalam pengambilan data. Variasi sudut pandang dan ekspresi 

diterapkan secara bebas, dengan jumlah citra per mahasiswa yang bervariasi, yaitu 

9, 20, dan 70 foto (15–17). Sementara itu, penelitian lain untuk presensi dosen tidak 

memperhatikan sudut pandang maupun ekspresi wajah, menggunakan 20 citra per 

dosen (18). 

Kebaruan penelitian ini terletak pada pengembangan model pengenalan wajah 

untuk presensi siswa sekolah dasar, yang memiliki karakteristik wajah lebih 

dinamis dan ekspresif dibandingkan kelompok usia remaja maupun dewasa. 

Penelitian ini menggunakan dataset orisinal hasil pengambilan langsung di sekolah 

dasar, mencakup lima sudut pandang (depan, serong kanan, serong kiri, serong atas, 

dan serong bawah) serta empat ekspresi wajah (tertawa, senyum, netral, dan 

cemberut). Setiap wajah direkam dalam 20 citra kombinasi sudut pandang dan 

ekspresi dengan pertimbangan efisiensi data agar pelatihan tetap optimal tanpa 

mengurangi keragaman variasi.  

Urgensi penelitian ini terletak pada pentingnya pengembangan model pengenalan 
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wajah yang mampu beradaptasi terhadap karakteristik pengguna di tingkat sekolah 

dasar. Variasi arah pandang dan ekspresi wajah pada siswa sering kali 

menyebabkan ketidakakuratan dalam proses identifikasi, sehingga diperlukan 

penelitian yang secara khusus menyesuaikan pemodelan dengan kondisi tersebut 

untuk mendukung peningkatan keandalan sistem presensi di lingkungan pendidikan 

dasar. 

4. Peta Jalan (Road Map) Penelitian 5 Tahun 

Roadmap penelitian ini disusun sebagai panduan strategis untuk pengembangan 

kecerdasan artifisial menuju aplikasi sistem cerdas, dengan menampilkan alur 

penelitian serta luaran yang diharapkan agar riset berlangsung secara terarah dan 

berkesinambungan, seperti ditunjukkan pada Gambar 1.1. 

 

Gambar 1.1. Peta Jalan Penelitian 

Tahap 1 (2021–2022), penelitian teknik klasifikasi untuk prediksi tabular data. 

Publikasi yang dihasilkan meliputi prediksi vaksinasi COVID-19 (Sinta 4) (19) 

serta analisis efisiensi IDS dengan Naïve Bayes (Sinta 3) (20). 

Tahap 2 (2023–2024), penggunaan teknik klasifikasi untuk text dan spatial 

processing. Publikasi penelitian meliputi identifikasi hoaks dengan Naïve Bayes 

dan Decision Tree (Sinta 4) (21), pemrosesan hand sign VR menggunakan teknik 

padding (Sinta 4) (22), interpretasi hand sign dengan RNN (Sinta 2) (23), 

pengenalan bentuk dua dimensi (Sinta 2) (24), serta integrasi augmented reality 

dengan payment gateway (Sinta 4) (25). 

Tahap 3 (2025–2026), menerapkan deep learning untuk computer vision pada 

deteksi dan pengenalan wajah menggunakan arsitektur CNN. Luaran publikasi 

diharapkan jurnal nasional terindeks Sinta 2–3 maupun jurnal internasional Scopus 

Q3–Q4, serta luaran berupa HKI. 

Tahap 4 (2027–2028), akan menerapkan reinforcement learning untuk motion 

controller, dengan pengembangan model yang dapat dikendalikan secara adaptif 

dan otonom. Luaran mencakup publikasi pada jurnal nasional terindeks Sinta 1–3 

maupun jurnal internasional Scopus Q2–Q3, serta paten sederhana. 

Tahap 5 (2029–2030), tahap konvergensi dengan harapan mengintegrasikan 
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berbagai pendekatan kecerdasan artifisial ke dalam aplikasi sistem cerdas. 

Targetnya adalah prototipe terapan yang bernilai akademis sekaligus praktis, 

dengan luaran berupa publikasi pada jurnal nasional terindeks Sinta 1–2 maupun 

jurnal internasional Scopus Q1–Q2, serta paten produk. 
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BAB 2. METODE 

 

Penelitian ini terdiri atas lima tahapan utama seperti ditunjukkan pada Gambar 2.1, 

yaitu Pengumpulan Data dengan merekam citra wajah siswa pada berbagai sudut 

pandang dan ekspresi, Pra-Pemrosesan Data untuk mendeteksi, memotong, 

mensejajarkan, dan menormalisasi citra, Ekstraksi Fitur menggunakan deep 

learning untuk menghasilkan embedding wajah, Pelatihan Model bertujuan 

membangun model pengenalan wajah, serta Evaluasi Model menggunakan metrik 

accuracy, F1-score, coverage, dan FRR. 

 

Gambar 2.1 Tahapan Penelitian 

Pengumpulan Data dilakukan secara primer dengan memanfaatkan kamera 

sebagai perangkat utama untuk merekam wajah siswa agar data yang diperoleh 

merepresentasikan kondisi sebenarnya. Pengambilan dilakukan di ruang kelas 

dengan pencahayaan alami agar menyerupai kondisi presensi sebenarnya. Setiap 

siswa direkam menggunakan webcam Logitech C310  (26) dan Laptop Legion 5 

(27) sebagai perangkat pengambilan data. Proses perekaman wajah dilakukan 

melalui aplikasi berbasis web dengan antarmuka GUI (Graphical User Interface) 

yang dirancang khusus untuk memudahkan, mempercepat, dan menstandarkan 

pengambilan serta penyimpanan citra wajah siswa secara sistematis, sebagaimana 

ditunjukkan pada Gambar 2.2. Aplikasi tersebut mengatur alur perekaman, 

menampilkan instruksi kepada siswa, serta mengelola penamaan dan penyimpanan 

berkas secara otomatis berdasarkan identitas siswa, sudut pandang, dan ekspresi 

wajah, sehingga data tersimpan terorganisir dan mengurangi potensi kesalahan 

manual. 

 

Gambar 2.2. Aplikasi Pengumpulan Data 

Setiap siswa dipandu untuk berpose dalam beberapa kombinasi sudut pandang dan 

ekspresi wajah. Rancangan variasi pengambilan data mencakup lima sudut pandang 

dan empat ekspresi. Setiap kombinasi sudut pandang dan ekspresi direkam satu kali, 

sehingga per siswa diperoleh total 20 citra wajah yang merepresentasikan variasi 

tersebut. Rincian rancangan variasi pengumpulan data wajah per siswa disajikan 
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pada Tabel 2.1. 

Tabel 2.1. Variasi Pengumpulan Data Wajah per Siswa 

 Tertawa Senyum Netral Cemberut 

Tampak Depan 1 1 1 1 

Serong Kanan 1 1 1 1 

Serong Kiri 1 1 1 1 

Serong Atas 1 1 1 1 

Serong Bawah 1 1 1 1 

 

Pra-pemrosesan Data pada penelitian ini merupakan bagian dari keseluruhan 

pipeline pemodelan yang mencakup seluruh tahapan mulai dari prapemrosesan data 

hingga evaluasi model, dan seluruh proses tersebut diimplementasikan 

menggunakan Python (28,29) dan pustaka deep learning PyTorch (30,31). PyTorch 

menyediakan komputasi tensor yang efisien serta fleksibilitas dalam membangun 

jaringan saraf. Alur prapemrosesan yang ditunjukkan pada Gambar 2.3 terdiri atas 

tiga komponen inti, yaitu deteksi wajah, pemotongan–penyelarasan (cropping–

alignment), dan normalisasi. Setiap komponen berperan menstandarkan citra wajah 

secara sistematis untuk memastikan konsistensi, kompatibilitas, dan stabilitas 

selama tahapan ekstraksi fitur berikutnya.  

 

Gambar 2.3. Pipeline Pra-pemrosesan Wajah 

Pada tahap deteksi, wajah dideteksi menggunakan algoritma RetinaFace (32), yang 

mengidentifikasi area wajah pada setiap citra dengan menghasilkan bounding box 

serta lima titik penanda (facial landmarks), yaitu kedua mata, hidung, dan dua sudut 

mulut. Koordinat titik penanda tersebut kemudian digunakan pada proses 

pemotongan–penyelarasan (cropping–alignment), yaitu mengisolasi area wajah 

dan mengoreksi orientasinya. Prosedur penyelarasan menyesuaikan rotasi dan 

susunan spasial wajah berdasarkan posisi relatif titik-titik penanda yang terdeteksi, 

sehingga konfigurasi geometris menjadi konsisten pada seluruh sampel (33,34). 

Wajah yang telah disejajarkan kemudian diubah ukurannya menjadi 112 × 112 

piksel dan dinormalisasi dengan menskalakan intensitas piksel dari rentang [0, 255] 

menjadi [0, 1], sehingga menghasilkan tensor bertipe floating-point yang sesuai 

sebagai masukan jaringan saraf (35,36). 
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Ekstraksi Fitur dilakukan setelah tahap prapemrosesan, di mana citra wajah yang 

telah disejajarkan (aligned) dikonversi menjadi tensor PyTorch dan disusun sesuai 

representasi masukan yang dibutuhkan model. Pada tahap ini, ResNet50 yang telah 

dimodifikasi digunakan sebagai facial encoder untuk mentransformasikan citra 

wajah yang telah distandarkan menjadi embedding, yaitu vektor berdimensi tinggi 

yang menangkap karakteristik wajah yang bersifat diskriminatif untuk pengenalan 

identitas (37,38). Mekanisme pembentukan embedding secara keseluruhan 

ditunjukkan pada Gambar 2.4. 

 

Gambar 2.4. Diagram Proses Ekstraksi Fitur Wajah 

Lapisan klasifikasi fully connected terakhir pada ResNet50 dihapus, sehingga setiap 

masukan wajah menghasilkan vektor fitur laten berdimensi 2048 (39,40). Vektor 

fitur yang dihasilkan kemudian dinormalisasi menggunakan L2, sehingga 

embedding diproyeksikan ke hipersfer bernorma satu (unit-norm hypersphere) 

untuk memastikan magnitudo yang konsisten serta menyediakan representasi yang 

terstandar bagi proses pembelajaran dan perbandingan pada tahap lanjutan (41).  

Pelatihan Model dilakukan untuk meningkatkan kualitas representasi fitur yang 

dihasilkan pada tahap ekstraksi. Data yang telah melalui pra-pemrosesan dan 

ekstraksi fitur dibagi menjadi dua bagian, yaitu 80% untuk data latih dan 20% untuk 

data validasi, sehingga model dapat mempelajari pola wajah pada data latih, 

sementara kinerjanya dipantau pada data validasi untuk menilai kemampuan 

generalisasi. Secara konseptual, alur pelatihan model yang memanfaatkan 

embedding wajah dan data latih serta data validasi ditunjukkan pada Gambar 2.5. 

 

Gambar 2.5. Tahap Pelatihan Model 

Fitur yang diekstraksi selanjutnya dilewatkan ke projection head berupa multi-layer 

perceptron (MLP) untuk menghasilkan embedding ringkas berdimensi 256. 

Projection head tersebut diimplementasikan sebagai modul feed-forward dengan 

Batch Normalization, ReLU, dan Dropout, di mana laju dropout (p) mengendalikan 

kekuatan regularisasi. Untuk pembelajaran identitas terawasi (supervised identity 

learning), sebuah kepala klasifikasi ArcFaceMargin dipasang pada embedding hasil 

proyeksi dan dilatih mengikuti formulasi ArcFace (42), yang memperkenalkan 
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additive angular margin pada ruang fitur sudut (angular) (43,44). Secara spesifik, 

margin sudut (m) diterapkan pada kelas ground-truth untuk mendorong pemisahan 

antar-kelas yang lebih baik (inter-class separation) dan kekompakan dalam kelas 

(intra-class compactness), yang umum digunakan untuk meningkatkan 

keterpisahan identitas pada variasi pose dan ekspresi (45,46). Logits yang telah 

dimodifikasi oleh ArcFace dioptimalkan menggunakan softmax cross-entropy 

(CrossEntropyLoss), dengan opsi label smoothing (ε) untuk mengurangi prediksi 

yang terlalu yakin (overconfident) dan meningkatkan kemampuan generalisasi. 

Pembaruan parameter dilakukan menggunakan optimizer Adam dengan learning 

rate (LR) dan weight decay (λ) yang telah dikonfigurasi, serta pelatihan dijalankan 

selama sejumlah epoch (E) tertentu. Untuk mencegah overfitting dan menghindari 

komputasi yang tidak perlu, digunakan early stopping berdasarkan kinerja validasi, 

dengan parameter patience (P) yang menyatakan jumlah epoch berturut-turut tanpa 

perbaikan (berdasarkan metrik validasi yang dipantau) sebelum pelatihan 

dihentikan dan checkpoint dengan performa terbaik dipulihkan. Dengan demikian, 

pemilihan checkpoint dipandu oleh skor validasi terbaik yang tercatat selama proses 

pelatihan. 

Evaluasi Model dilakukan menggunakan held-out set yang dibentuk dengan 

mengambil dua citra tambahan per siswa pada sesi terpisah. Seluruh citra uji ini 

dikecualikan secara ketat dari seluruh lipatan (fold) pelatihan dan validasi untuk 

mencegah data leakage serta memberikan estimasi kinerja yang tidak bias terhadap 

performa di kondisi nyata. Seperti ditunjukkan pada Gambar 6, pengujian 

mengikuti prosedur inference-only. Setiap sampel uji menjalani langkah 

prapemrosesan terstandar yang sama seperti pada tahap pengembangan model dan 

kemudian dikodekan menjadi embedding oleh embedding extractor yang telah 

dilatih. Kepala klasifikasi ArcFace hanya digunakan selama pelatihan dan tidak 

digunakan pada tahap evaluasi. Pada saat pengujian, embedding extractor 

menghasilkan embedding berdimensi 256 untuk setiap citra, dan identitas 

ditentukan melalui pencocokan kemiripan kosinus (cosine-similarity matching) 

pada ruang embedding. Pengenalan dilakukan menggunakan identifikasi tertutup 

(closed-set identification) dengan mekanisme penolakan (rejection): identitas 

dengan skor kemiripan kosinus tertinggi dipilih dan hanya diterima apabila skor 

tersebut melampaui ambang keputusan (decision threshold); jika tidak, sampel 

ditolak sebagai tidak dikenal (unknown). Ambang dipilih berdasarkan data validasi 

pada lipatan pengembangan dan dipertahankan tetap selama pengujian.  

Kinerja diukur menggunakan accuracy, F1-score, acceptance rate 

(cakupan/coverage), serta False Rejection Rate (FRR) sebagai indikator pelengkap 

untuk menilai kualitas pengenalan dan reliabilitas sistem [40]. Accuracy 

merepresentasikan proporsi prediksi identitas yang benar, sedangkan F1-score 
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merangkum precision dan recall serta informatif ketika kesalahan klasifikasi terjadi 

akibat kebingungan antar-kelas (inter-class confusion) [41]. Coverage 

menunjukkan proporsi sampel uji yang memperoleh prediksi identitas (yakni tidak 

ditolak sebagai unknown) pada ambang yang dipilih. Dalam protokol identifikasi 

dengan penolakan ini, FRR merefleksikan frekuensi siswa terdaftar tidak dikenali, 

dan dihitung sebagai proporsi sampel uji genuine yang ditolak [42]. Karena 

mekanisme penolakan memisahkan kondisi “tidak dikenali” dari “salah identitas”, 

maka accuracy dan F1-score dihitung pada subset sampel yang diterima (accepted 

instances). Pelaporan accuracy, F1-score, coverage, dan FRR memberikan bukti 

pelengkap mengenai efektivitas pengenalan dan keandalan presensi dengan 

merangkum ketepatan pada prediksi yang diterima, pola kebingungan antar-kelas, 

serta frekuensi kegagalan pengenalan pada titik operasi yang dipilih. 

Luaran penelitian mencakup model pengenalan wajah untuk sistem presensi siswa 

sekolah dasar, publikasi ilmiah pada jurnal nasional atau internasional terakreditasi 

minimal Sinta 2 dan Q4.  
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BAB 3. HASIL PELAKSANAAN PENELITIAN 

 

Bagian ini menyajikan hasil empiris dari pipeline pemodelan untuk presensi siswa 

sekolah dasar, mencakup akuisisi dataset pose–ekspresi terstruktur 5×4, deteksi dan 

standarisasi wajah melalui penyelarasan (alignment) dan normalisasi, pembentukan 

embedding, serta prosedur pelatihan dan evaluasi 

Pengumpulan Data berhasil menghasilkan 3.700 citra wajah dari 185 siswa 

sekolah dasar, dengan 20 citra per siswa yang diambil sesuai rancangan pose–

ekspresi 5 × 4 yang telah ditetapkan. Sesuai protokol dataset, lima sudut pandang 

(tampak depan, serong kanan, serong kiri, serong atas, dan serong bawah) 

dikombinasikan dengan empat ekspresi wajah (tertawa, senyum, netral, dan 

cemberut), sehingga menghasilkan dataset yang seimbang dan berlabel secara 

sistematis, serta sesuai untuk pembelajaran identitas terawasi (supervised identity 

learning). Gambar 3.1 menampilkan contoh sampel citra seorang siswa pada 

seluruh kondisi pose–ekspresi yang direncanakan. Variasi yang tampak 

menunjukkan kesesuaian dataset dengan konteks presensi sekolah dasar, di mana 

arah pandangan dan ekspresi wajah bersifat dinamis secara alami. 

 

Gambar 3.1. Citra Seorang Siswa pada Lima Pose dan Empat Ekspresi 

Seluruh citra diperoleh langsung di lingkungan kelas dengan pencahayaan alami 

(ambient lighting) untuk mempertahankan karakteristik iluminasi dan latar 

belakang yang mendekati skenario penerapan nyata. Proses perekaman dilakukan 

menggunakan webcam yang terhubung ke laptop, dengan posisi kamera diletakkan 

mendekati ketinggian mata dan siswa duduk pada jarak yang tetap agar skala serta 
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perspektif antarsampel konsisten. Akuisisi data dikelola menggunakan GUI 

berbasis web yang dikembangkan khusus, yang memberikan instruksi bertahap 

untuk pose dan ekspresi yang diperlukan, serta menyimpan citra secara otomatis 

dengan format nama berkas dan struktur direktori yang terstandar berdasarkan 

identitas, sudut pandang, dan kategori ekspresi. Alur kerja otomatis ini membantu 

menjaga konsistensi pelabelan dan mengurangi kesalahan pengorganisasian yang 

umumnya muncul pada proses manual. 

Pra-pemrosesan Data mengonfirmasi bahwa RetinaFace mampu mendeteksi 

wajah siswa secara konsisten pada seluruh variasi pose–ekspresi dalam dataset. 

Secara kualitatif, hasil deteksi menunjukkan bounding box yang akurat pada area 

wajah serta lokalisasi yang stabil terhadap lima titik penanda utama (key 

landmarks), yaitu mata, hidung, dan sudut mulut. Gambar 3.2 menampilkan 

keluaran deteksi yang representatif, yang menunjukkan bahwa area wajah tetap 

dapat diidentifikasi bahkan pada sudut pandang serong (oblique) dan ketika terjadi 

pergeseran titik penanda akibat perubahan ekspresi. 

 

Gambar 3.2. Hasil Deteksi Wajah dengan RetinaFace 

Setelah deteksi, proses pemotongan–penyelarasan (cropping–alignment) 

mengisolasi area wajah dan mengoreksi rotasi dalam bidang (in-plane rotation) 

berdasarkan geometri titik penanda, sehingga menghasilkan konfigurasi wajah 

yang lebih konsisten antar-sampel. Wajah yang telah disejajarkan kemudian diubah 

ukurannya menjadi 112 × 112 piksel, dan intensitas piksel dinormalisasi dengan 

menskalakan nilai dari rentang [0, 255] ke [0, 1]. Proses standarisasi ini mengurangi 

variasi latar belakang dan meningkatkan kestabilan ekstraksi embedding pada tahap 

berikutnya. Gambar 3.3 menunjukkan contoh hasil setelah penyelarasan dan 
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normalisasi; bounding box dan titik penanda ditampilkan untuk keperluan 

visualisasi. Titik penanda terutama berperan sebagai acuan geometris untuk proses 

pemotongan–penyelarasan selanjutnya, bukan sebagai fitur masukan langsung 

untuk klasifikasi. 

Ekstraksi Fitur membentuk embedding wajah yang stabil dan konsisten sebagai 

representasi ringkas identitas siswa.  Setiap citra wajah yang telah disejajarkan 

(aligned) dikonversi menjadi tensor PyTorch dan diteruskan (forwarded) melalui 

encoder ResNet50 yang telah dimodifikasi (dengan lapisan klasifikasi fully 

connected terakhir dihapus). Proses ekstraksi fitur melalui forward-pass ini 

menghasilkan vektor embedding berdimensi 2048 untuk setiap sampel. Seluruh 

embedding kemudian dinormalisasi menggunakan L2 hingga memiliki panjang 

vektor satu (unit length), sehingga menghasilkan representasi yang terstandar dan 

sesuai untuk pembelajaran serta perbandingan pada tahap berikutnya. 

      

Gambar 3.3. Hasil Cropping-Alignment dan Normalisasi Citra Wajah 

Untuk mengilustrasikan perilaku embedding pada variasi pose dan ekspresi, Tabel 

3.1 menyajikan cuplikan hasil ekstraksi fitur dari salah satu siswa. Dimensi 

embedding tetap konstan (2048), namun nilainya bervariasi pada setiap kondisi 

pose–ekspresi, yang merefleksikan perubahan tampilan akibat arah pandangan dan 

dinamika ekspresi wajah. Agar mudah dibaca, nilai numerik dibulatkan hingga 

empat angka desimal. Selain itu, karena setiap embedding terdiri atas 2048 elemen, 

tabel hanya menampilkan lima komponen pertama dan satu komponen terakhir 

sebagai representasi ringkas dari keseluruhan vektor. Perbedaan yang teramati pada 

kombinasi pose–ekspresi menunjukkan bahwa embedding yang diekstraksi mampu 

menangkap variasi tampilan secara sistematis, sambil tetap mempertahankan 

format representasi yang konsisten. 
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Tabel 3.1. Embedding untuk Satu Siswa (Cuplikan) 

Pose 
Tampak 

Depan 

Serong 

Kanan 

Serong 

Kiri 

Serong 

Atas 

Serong 

Bawah 

Tampak 

Depan 

Ekspresi Tertawa Senyum Netral Cemberut Netral Senyum 

Vector 

[
 
 
 
 
 
0.0008
0.0015
0.0073
0.0255

0.0
⋮

0.0005]
 
 
 
 
 

 

[
 
 
 
 
 

0.0
0.0

0.0092
0.0115

0.0
⋮

0.0015]
 
 
 
 
 

 

[
 
 
 
 
 
0.0004

0.0
0.0120

0.0
0.0002

⋮
0.0016]

 
 
 
 
 

 

[
 
 
 
 
 

0.0
0.0

0.0006
0.0008

0.0
⋮

0.0020]
 
 
 
 
 

 

[
 
 
 
 
 

0.0
0.0

0.0039
0.0099

0.0
⋮

0.0 ]
 
 
 
 
 

 

[
 
 
 
 
 
0.0073
0.0257
0.0794
0.0001
0.0115

⋮
0.0267]

 
 
 
 
 

 

Pelatihan Model dilakukan pada seluruh kumpulan citra yang telah diprapemroses 

setelah embedding disiapkan. Untuk menghindari bias akibat satu pembagian data 

tertentu, pelatihan menerapkan 5-fold cross-validation. Pada setiap fold, sebanyak 

2.960 citra digunakan untuk pelatihan dan 740 citra untuk validasi (pembagian 80–

20), dengan tetap menjaga distribusi identitas yang seimbang. Skema ini 

memastikan setiap citra muncul pada set validasi tepat satu kali di sepanjang lima 

fold, sehingga memberikan estimasi yang lebih andal terhadap kestabilan pelatihan 

dan kemampuan generalisasi pada berbagai partisi. Konfigurasi model terlatih dan 

parameter pelatihan utama dirangkum pada Gambar 3.4. 

 

Gambar 3.4. Arsitektur Model Terlatih dan Parameter Pelatihan 

Fitur yang diekstraksi ditransformasikan menjadi representasi ringkas berdimensi 

256 menggunakan MLP projection head yang tersusun dari Batch Normalization, 

aktivasi ReLU, dan Dropout (laju dropout p = 0,10). Desain ini menghasilkan 

embedding yang stabil selama pelatihan melalui kombinasi normalisasi (untuk 

mengurangi internal covariate shift), nonlinieritas (untuk meningkatkan kapasitas 

representasi), serta regularisasi berbasis dropout (untuk mencegah co-adaptation 

dan mengurangi overfitting). Secara praktis, peningkatan nilai p memperkuat 

regularisasi dan umumnya meningkatkan ketahanan model ketika data latih 

memiliki variasi yang terbatas, namun nilai p yang terlalu besar dapat menurunkan 

daya diskriminatif karena mengganggu ruang embedding secara berlebihan. 

Untuk pembelajaran identitas terawasi, embedding hasil proyeksi dilatih 

menggunakan kepala klasifikasi ArcFaceMargin mengikuti formulasi ArcFace. 
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Dengan memperkenalkan additive angular margin sebesar m = 0,30 pada ruang 

fitur sudut, objektif pelatihan secara eksplisit mendorong pengelompokan dalam 

kelas yang lebih rapat (intra-class clustering) dan pemisahan antar-kelas yang lebih 

besar (inter-class separation). Perilaku ini sangat relevan untuk pengenalan 

presensi berbasis wajah, karena variasi pose dan ekspresi dapat menggeser 

embedding dan meningkatkan tumpang tindih antar-kelas; penerapan pemisahan 

sudut membantu menjaga keterpisahan identitas pada kondisi variasi tersebut. 

Faktor skala logit s = 32 diterapkan untuk menstabilkan optimisasi dengan 

memastikan gradien tetap informatif selama pelatihan, terutama ketika embedding 

menjadi semakin terpisah dengan baik. 

Logits yang dimodifikasi ArcFace dioptimalkan menggunakan softmax cross-

entropy (CrossEntropyLoss), dengan opsi label smoothing ε = 0,01 untuk 

mengurangi prediksi yang terlalu yakin (overconfident) dan meningkatkan 

generalisasi. Ketika diaktifkan, label smoothing umumnya berperan sebagai 

regularisasi ringan yang dapat meningkatkan kestabilan validasi dan mengurangi 

sensitivitas terhadap sampel yang bising atau ambigu; namun, smoothing yang 

berlebihan dapat melemahkan kemampuan model membentuk batas kelas yang 

tajam, sehingga berpotensi menurunkan presisi identifikasi pada titik operasi yang 

ketat. 

Pelatihan menggunakan optimizer Adam dengan learning rate LR = 0,00047 dan 

weight decay λ = 0,0005, serta dijalankan selama E = 15 epoch. Adam umumnya 

mempercepat konvergensi pada pengaturan ini melalui penyesuaian ukuran langkah 

(step size) untuk setiap parameter. Pada saat yang sama, weight decay membantu 

membatasi kompleksitas model dan mengurangi risiko terjadinya embedding drift 

menuju solusi yang tampak sangat yakin (overconfident) tetapi rapuh. Untuk 

mencegah overfitting dan menghindari komputasi yang tidak diperlukan, 

diterapkan early stopping berdasarkan kinerja validasi dengan patience P = 2. 

Dinamika pelatihan, termasuk peningkatan akurasi dan konvergensi loss sepanjang 

epoch, ditunjukkan pada Gambar 3.5. Pada checkpoint terpilih, model mencapai 

Train Loss = 0,1881 dan Train Accuracy = 0,9925, serta mempertahankan kinerja 

validasi yang kuat dengan Val Loss = 0,2576 dan Val Accuracy = 0,9875. Hasil ini 

menunjukkan pembelajaran yang efektif dengan kesenjangan generalisasi yang 

relatif kecil. 
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Gambar 3.5. Kurva Akurasi dan Loss Pelatihan vs Validasi 

Secara keseluruhan, kombinasi projection head yang teregularisasi dan supervisi 

sudut berbasis margin menyediakan mekanisme yang koheren untuk menghasilkan 

embedding yang sekaligus kompak dalam setiap identitas dan terpisah dengan baik 

antar-identitas. Dalam skenario presensi, hal ini bermakna berkurangnya 

kebingungan identitas (identity confusion) ketika terjadi perubahan pose/ekspresi, 

serta perilaku penolakan (rejection) yang lebih andal ketika dipasangkan dengan 

ambang kemiripan (similarity threshold). Dinamika pelatihan yang teramati 

(misalnya kestabilan validasi, kecepatan konvergensi, dan titik ketika early 

stopping terpicu) dapat menjadi bukti bahwa model mempelajari struktur identitas 

yang diskriminatif tanpa overfitting terhadap artefak sesi pengembangan, seperti 

pencahayaan, latar belakang, atau ekspresi kebiasaan siswa. 

Evaluasi Model dilakukan untuk merepresentasikan proses presensi pada variasi 

sesi yang realistis, dengan menguji model pada set uji cross-session yang benar-

benar held-out dan ketat, terdiri dari dua citra tambahan per siswa terdaftar (total 

370 citra uji), yang diambil pada sesi terpisah dan tidak pernah digunakan selama 
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pengembangan model. Setiap citra uji diperlakukan sebagai satu percobaan presensi 

yang independen. Identifikasi dilakukan melalui pencocokan kemiripan kosinus 

(cosine-similarity matching) pada ruang embedding yang dipelajari, dengan opsi 

penolakan (rejection): identitas dengan skor tertinggi hanya diterima apabila nilai 

kemiripannya melampaui ambang tetap τ; jika tidak, percobaan tersebut ditolak 

sebagai “tidak dikenali” (not recognized). Ambang operasi τ dipilih menggunakan 

data validasi dari development folds dengan menegakkan target false rejection rate 

(FRR) maksimum 0,02, yang dipilih sebagai pengaturan presensi yang praktis 

untuk membatasi kebutuhan verifikasi manual hingga tidak lebih dari 2% 

percobaan, melalui penyapuan ambang (threshold sweep). Nilai τ tersebut 

kemudian dipertahankan tetap untuk sesi uji held-out guna mencegah penyesuaian 

apa pun berbasis data uji. 

Kinerja diringkas menggunakan metrik yang memisahkan ketepatan prediksi 

bersyarat pada penerimaan dari perilaku penolakan. Coverage (tingkat penerimaan) 

didefinisikan sebagai Coverage = Naccepted/Ntotal. Karena set uji bergaya presensi ini 

hanya terdiri dari siswa terdaftar, maka False Rejection Rate (FRR) adalah fraksi 

percobaan genuine yang ditolak, yaitu FRR = Nrejected/Ntotal = 1 − Coverage. 

Sebaliknya, Accuracy dan F1-score dihitung hanya pada percobaan yang diterima 

(accepted attempts), sehingga mencerminkan seberapa andal sistem 

mengidentifikasi siswa ketika sistem mengambil keputusan identitas, sementara 

Coverage/FRR mengukur seberapa sering sistem menolak untuk mengambil 

keputusan pada titik operasi yang dipilih. 

Gambar 3.6 memvisualisasikan trade-off kegunaan–keandalan dengan memplot 

Coverage(τ) dan FRR(τ) yang bersesuaian pada berbagai nilai ambang, baik untuk 

validasi maupun uji, dengan τ = 0,5 ditandai sebagai titik operasi terpilih. Sesuai 

ekspektasi, peningkatan τ menurunkan Coverage dan meningkatkan FRR; dalam 

konteks presensi, hal ini berarti tindakan fallback (misalnya konfirmasi manual) 

menjadi lebih sering, meskipun identifikasi yang diterima tetap memiliki akurasi 

yang tinggi 
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Gambar 3.6. Karakteristik Coverage–FRR pada Berbagai Nilai Ambang 

Tabel 3.2 merangkum kinerja pada titik operasi τ = 0,5. Pada data validasi, model 

mencapai Accuracy = 0,9875 dan F1 = 0,9844, yang dihitung hanya pada percobaan 

yang diterima. Keandalan di bawah mekanisme penolakan juga kuat, dengan 

Coverage = 0,9865, sehingga FRR = 0,0135 karena seluruh percobaan evaluasi 

berasal dari siswa terdaftar. Pada sesi uji held-out, model memperoleh Accuracy = 

0,9830 dan F1 = 0,9870 pada percobaan yang diterima, dengan Coverage = 0,9838 

dan FRR = 0,0162. Hasil ini menunjukkan pergeseran validasi-ke-uji yang relatif 

kecil dan lebih konsisten dengan perubahan akuisisi di lingkungan kelas (misalnya 

variasi pencahayaan atau latar) dibandingkan overfitting pada titik operasi. Untuk 

meningkatkan reprodusibilitas dan menghindari ambiguitas akibat pembulatan, 

turut dilaporkan Ntotal, Naccepted, dan Nrejected, yang menjadi dasar perhitungan 

langsung untuk Coverage dan FRR. 

Tabel 3.2. Kinerja Presensi pada Titik τ = 0,5 

Metric (τ = 0,5) Validation (Dev) Test (Held-out) 

Accuracy (accepted-only) 0,9875 0,9830 

F1-score (accepted-only) 0,9844 0,9870 

Coverage 0,9865 0,9838 

FRR 0,0135 0,0162 

Ntotal 740 370 

Naccepted 730 364 

Nrejected 10 6 
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BAB 4. KESIMPULAN DAN SARAN 

 

Penelitian ini menunjukkan bahwa rancangan dataset pose–ekspresi yang 

terstruktur (5 sudut pandang × 4 ekspresi; 20 citra per siswa) dan pemisahan 

pelatihan–pengujian lintas sesi yang ketat dapat membentuk pipeline pengenalan 

identitas yang praktis untuk kebutuhan presensi siswa sekolah dasar. Dataset yang 

terstandar membantu model mempelajari representasi identitas yang kompak dan 

tetap stabil pada variasi realistis yang lazim di lingkungan kelas. Protokol evaluasi 

yang memperlakukan setiap citra sebagai percobaan presensi independen dan 

mengizinkan keluaran “tidak dikenali” (rejection) merefleksikan kondisi 

operasional presensi lebih tepat dibanding sekadar akurasi closed-set, karena sistem 

presensi bukan hanya menuntut prediksi benar, tetapi juga membutuhkan 

mekanisme ketika sistem tidak cukup yakin. Pada titik operasi tetap τ = 0,5, kinerja 

pada sesi held-out tetap tinggi dan stabil, dengan pergeseran generalisasi yang kecil. 

Pada uji held-out diperoleh accuracy (accepted-only) = 0,9830, F1 (accepted-only) 

= 0,9870, coverage = 0,9838, dan FRR = 0,0162. Hasil ini mengindikasikan 

representasi identitas yang dipelajari tidak “terkunci” pada satu sesi pengambilan, 

sehingga lebih relevan untuk skenario presensi lintas sesi. Di luar metrik utama, 

pelaporan ketepatan saat sistem memutuskan (decided-trial correctness) bersamaan 

dengan perilaku penolakan (coverage/FRR, termasuk jumlah accepted/rejected) 

memberi gambaran operasional mengenai trade-off kegunaan vs reliabilitas, 

sehingga pengelola sekolah dapat memperkirakan kebutuhan mekanisme fallback 

(misalnya verifikasi manual) yang mungkin muncul. 

Untuk meningkatkan kesiapan penerapan dan kekuatan generalisasi, penelitian 

lanjutan disarankan memperluas akuisisi data ke multisite (lebih dari satu sekolah) 

dengan variasi perangkat kamera, kondisi pencahayaan yang lebih beragam hingga 

ekstrem, serta gangguan visual seperti occlusion (misalnya masker), termasuk 

perubahan penampilan dalam rentang waktu lebih panjang agar ketahanan terhadap 

pergeseran domain dapat diuji lebih komprehensif. Selain itu, evaluasi sebaiknya 

diperluas ke skenario open-set ketika individu tidak terdaftar dapat muncul, 

sehingga kemampuan sistem untuk “menolak yang tidak terdaftar” dapat diukur 

secara eksplisit dan relevan dengan kondisi operasional. Dari sisi tata kelola, perlu 

penguatan privasi melalui pendekatan privacy-by-design, termasuk opsi inferensi 

di perangkat (on-device inference), minimisasi data, serta kebijakan retensi dan 

kontrol akses yang jelas mengingat konteks pengguna anak usia sekolah. Aspek 

keamanan juga perlu ditingkatkan melalui pengujian dan/atau penambahan 

komponen anti-spoofing/liveness detection agar sistem lebih tahan terhadap 

penyalahgunaan berbasis foto atau video. Terakhir, disarankan dilakukan audit 

fairness pada subkelompok yang relevan (sejauh memungkinkan secara etis dan 
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legal) untuk memastikan kinerja sistem tetap andal dan tidak menimbulkan bias 

pada kelompok tertentu. 
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LAMPIRAN 

 

Lampiran 1. Realisasi Penggunaan Anggaran 

Dana Disetujui: Rp. 15.000.000,00 

Jenis 

Pembelanjaan 

Komponen Item Kuantitas Biaya 

Satuan 

Total 

Belanja Bahan ATK - Spidol 

- Kertas A4 

- Pena 

- Materai 

6 

1 

6 

7 

12.000 

43.000 

5.000 

10.000 

72.000 

43.000 

30.000 

70.000 

Belanja Bahan Bahan 

penelitian 

(habis 

pakai) 

- Flashdisk 3 

 

250.000 750.000 

Pengumpulan 

Data 

Biaya 

Pengumpula

n Data 

- Pengumpu

lan data, 

total siswa 

185, 20 

foto/siswa 

185 20.000 3.700.000 

Pengumpulan 

Data 

Honor 

pembantu 

peneliti 

- 1 org, 33 

jam 

 

33 27.000 891.000 

Pengumpulan 

Data 

Transport - 3 org, 3x 9 36.000 324.000 

Pengumpulan 

Data 

Konsumsi  - 3 org, 3x 9 80.000 720.000 

Pengumpulan 

Data 

Instrumen - Pembuata

n Aplikasi 

Foto 

1 2.000.000 2.000.000 

Analisis Data Konsumsi - 3 org, 3x 9 80.000 720.000 

Analisis Data Honor 

pengolah 

data 

- 1 org, 3x 3 150.000 450.000 

Pengumpulan 

Data 

FGD  - 3 org, 3x 9 270.000 2.430.000 
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Sewa Peralatan Peralatan 

penelitian 

- 2 laptop 

- 2 

Webcam 

2 

2 

600.000 

400.000 

1.200.000 

800.000 

Pelaporan 

penelitian 

Honor 

administrasi 

peneliti 

- 1 org, 4 

bln 
4 150.000 600.000 

Lainnya Biaya Jasa 

Pengetikan 

- 1 paket 1 200.000 200.000 
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Lampiran 2. Surat Perjanjian Kontrak Penelitian 
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Lampiran 3. Catatan Harian 

No Tanggal Kegiatan 

1. 07/10/2025 
Catatan: 

Sosialisasi pelaksanaan penelitian oleh DRPM 

2. 08/10/2025 
Catatan: 

Pengumpulan referensi jurnal artikel yang relevan 

3. 10/10/2025 
Catatan: 

Penyusunan kerangka konsep penelitian 

4. 20/10/2025 
Catatan: 

Pengusulan proposal penelitian 

5. 29/10/2025 

Catatan: 

Pengembangan aplikasi web berbasis GUI untuk 

pengumpulan data wajah siswa 

6. 05/11/2025 
Catatan: 

Penandatanganan Kontrak Penelitian 

7. 06/11/2025 

Catatan: 

Koordinasi teknis dengan pihak sekolah dasar terkait jadwal, 

lokasi, dan teknis pengambilan data wajah siswa 

8. 10/11/2025 
Catatan: 

Pelaksanaan pengambilan data wajah siswa di sekolah dasar 

9. 14/11/2025 
Catatan: 

Melakukan pra-pemrosesan data menggunakan RetinaFace 

10. 20/11/2025 

Catatan: 

Ekstraksi fitur wajah menggunakan model ResNet50 dan 

normalisasi embedding 

11. 23/11/2025 

Catatan: 

Pelatihan model pengenalan wajah menggunakan 

pendekatan ArcFace dan pembagian data latih–validasi 

12. 13/12/2025 

Catatan: 

Unggah laporan kemajuan di sistem DRPM Universitas 

Budi Luhur 

13. 15/12/2025 

Catatan: 

Evaluasi kinerja model pada data validasi dengan metrik 

accuracy untuk memantau kemampuan generalisasi selama 

proses pelatihan 

14. 17/12/2025 

Catatan: 

Pengujian model pada data baru dengan metrik accuracy, 

F1-score, Coverage, dan FRR 

15. 20/12/2025 

Catatan: 

Penyusunan rekap hasil evaluasi model dalam bentuk tabel 

dan ringkasan 

16. 23/12/2025 

Catatan: 

Merumuskan kesimpulan, rekomendasi peningkatan model, 

serta kesiapan sistem untuk integrasi presensi 

17. 25/12/2025 Catatan: 
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Penulisan luaran artikel jurnal dan laporan akhir 

18. 30/12/2025 

Catatan: 

Pengecekan kesesuaian artikel dengan template dan 

pedoman jurnal 

19. 03/01/2026 
Catatan: 

Submit artikel ke Jurnal Internasional terakreditasi 

20. 09/01/2026 

Catatan: 

Penyerahan laporan akhir ke FTI dan DRPM Universitas 

Budi Luhur 
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Lampiran 4. Artikel Ilmiah (draft/submitted/reviewed/accepted/published) 

 

 

 

 


