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Abstract—Carbon emissions, also known as greenhouse gas
(GHG) emissions, refer to the release of gases that trap heat
in the Earth’s atmosphere, contributing to the greenhouse effect
and climate change. These gases, primarily carbon dioxide (CO.),
methane (CH4), and nitrous oxide (N>O) are produced through
various human activities. GHGs are generated from sectors such
as energy, industry, agriculture, forestry, and waste, each con-
tributing emissions with distinct characteristics in every region.
GHG data from 34 provinces in Indonesia from 2000 to 2023 were
processed using the K-Means algorithm for clustering to facilitate
the analysis of emission patterns, Clustering was based on the
similarity of emission characteristics across these five sectors.
Clustering results were evaluated using the Silhouette Coefficient
to assess the quality of the grouping. Visualization in an inter-
active map allows users to understand the distribution patterns
of emissions between provinces. The analysis process includes
several stages from steps of data collection, data preprocessing,
clustering, evaluation, and visualization. The K-Means algorithm
has proven effective in grouping provinces based on the similarity
of GHG emission profiles in each sector as well as combined
sectors. Evaluation using the Silhouette Coefficient showed that
clustering data into three clusters obtained an average score of
0.62. This result indicates a medium level of similarity among
provinces within a cluster. Riau Province was identified as the
highest emitter, while Papua and West Papua were recognized as
the provinces acting as the highest absorbers. The interactive map
successfully demonstrated the spatial distribution of emissions.

Index Terms—clustering, greenhouse gas emissions, k-means,
silhouette coefficient, spatial visualization.

I. INTRODUCTION

Carbon emissions, also known as greenhouse gas (GHG)
emissions, refer to the release of gases that trap heat in the
Earth’s atmosphere, contributing to the greenhouse effect and
climate change. These gases, primarily carbon dioxide (CO3),
methane (CHy), and nitrous oxide (N2O) are produced through
various human activities [1]. GHG emissions in Indonesia
have become one of the most critical environmental issues
in recent decades, considering the country’s contribution to
global climate change. According to Climate Watch data
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on its official website, Indonesia ranked 6th as the largest
GHG emitter in the world in 2021, following China, the
United States, India, Russia, and Brazil. In that year, Indonesia
contributed 1,480,000 Gigagrams of CO, equivalent [2]. One
way to measure and compare GHG emissions from various
sources is by using CO- equivalent (CO; eq). Carbon dioxide
equivalent (CO2 eq) is a metric used to compare emissions
of different GHGs based on their global warming potential
(GWP). Each type of GHG has a different GWP, and CO, eq
converts the amount of emissions from each GHG into CO
equivalent based on its GWP [3].

This study aims to cluster provinces in Indonesia accord-
ing to the carbon emissions. The carbon emission data is
analyzed at the provincial level in Indonesia from 2000 to
2023, covering various crucial parameters such as emissions
from the energy, industry, agriculture, forestry, and waste
sectors. The dataset is obtained from the Central Bureau of
Statistics or Badan Pusat Statistik (BPS) and the Ministry of
Environment and Forestry or Kementerian Lingkungan Hidup
Dan Kehutanan (KLHK). The K-Means and its variants were
applied due to their proven versatility across various fields.
Various studies show that K-means and its variants have given
a good performance in many fields such as agricultural produc-
tivity [4] [5] [6] [7], public health mapping [8] [9] [10] [11]
[12], disaster risk assessment [13], organizational distribution
[14], environmental mapping [15] [16] [17], and educational
performance [18] [19]. This versatile unsupervised learning
method has proven effective in grouping and analyzing various
regional characteristics, making it particularly suitable for
province-level clustering analysis. The silhouette coefficient
is used as a measure to assess how well the provinces are
grouped according to their emission characteristics. The results
of this paper are expected to identify priority areas for efficient
and effective policy interventions.
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II. METHODS

A. K-Means Algorithm

K-Means clustering is an unsupervised learning algorithm
widely used to divide a dataset into k clusters based on feature
similarity. This algorithm works by iteratively assigning data
points to clusters defined by centroids, aiming to minimize
variance within each cluster. The algorithm starts by randomly
selecting k initial centroids, after which each data point
is assigned to the nearest centroid. The centroids are then
recalculated as the average of all points in the cluster, and
this process repeats until the centroids stabilize. Although
simple and efficient, K-Means clustering is sensitive to the
initial centroid selection and may converge to suboptimal
solutions, especially with non-spherical or complex datasets.
However, variations and enhancements to the standard K-
means algorithm, such as performing multiple trials or in-
tegrating dimensionality reduction techniques like Principal
Component Analysis (PCA), can help improve robustness and
accuracy in identifying reliable clusters [20].

Below are the steps for using the K-Means clustering
algorithm [21]:

1) Determine the number of clusters to be formed.

2) Determine the initial cluster center values (centroids).

3) Calculate the distance of each input data to all centroids
using the Euclidean Distance formula below until the re-
sult with the closest distance to the centroid is obtained.

ey

Explanation:

o d = distance.

o 1 = number of attributes.
e ¢ = centroid.

e p = data.

4) Assign each data point based on the closest distance to
the centroid.

5) Update the centroid value with a new centroid obtained
from the average calculation of the cluster using the
formula below:

v?:%ZX;:’ @)

Explanation:

e 7,w = index of the cluster.

e w = index of the variable.

« v} = centroid/average of the ¢-th cluster for the w-th
variable.

o X}’ = value of the k-th data in the cluster for the
w-th variable.

e N; = number of data points in the i-th cluster.

6) Repeat steps 3 to 5 until no data points change clusters.

B. Silhouette Coefficient

The Silhouette Coefficient is a metric used to evaluate the
quality of clusters in a dataset, particularly in the context of
community detection in networks. This metric measures the
similarity of an object to its own cluster relative to other
clusters. The coefficient is calculated for each data point and
ranges from -1 to 1, where a value close to 1 indicates that the
data point is well-categorized within its cluster, a value close
to O indicates that the point is on or very near the decision
boundary between two neighboring clusters, and a negative
value indicates that the point may have been placed in the
wrong cluster [22].

The steps for calculating the silhouette coefficient can be
explained as follows [23]:

1) Calculate the average distance of the i-th object to all
other objects within the same group A.

> d(ig) 3)
JEAIF
where j is another object in the same group A and d(4, j)
is the distance between objects ¢ and j.
2) Calculate the average distance of the i-th object to all
objects in another group.

d(i,C) = ﬁ S d(i, ) @

jeC

. 1
o) = 271

where d(i,C) is the average distance of object ¢ to all
objects in another group C' where A # C.

3) Determine the minimum value b(¢) which shows the
average difference of object ¢ for the group closest to
its neighbor.

b(%) = min d(z,C 5
(i) = min d(i, C) (5)
4) Calculate the silhouette value.

b(i) — ali
oy - M —al)
max(a(i), b(7))
The result of s(¢) ranges from -1 to 1. The value s(i)
can be interpreted as:

(6)

e s(i) = 1 means object ¢ is located in the correct
group (within A),
e 5(%) ~ 0 means object ¢ is between two groups (A
and B),
e s(i) = —1 means object 4 is in the wrong group
(closer to B than A).
5) Calculate the silhouette coefficient defined as the average
of s(i).
1 n
SC = - ; s(7) @)
where n is the number of observations.
The best clustering is achieved if SC is maximized,
meaning minimizing intra-cluster distance a(i) while
maximizing inter-cluster distance b(¢). The silhouette
coefficient value is categorized as shown in Table 2.1.
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TABLE I
SILHOUETTE COEFFICIENT CATEGORIES AND INTERPRETATIONS [12].
Silhouette Coefficient Interpretation
0.7<SC<1 Strong structure between objects and

formed groups

Medium structure between objects and
formed groups

Weak structure between objects and formed
groups

No structure between objects and formed
groups

0.5<SC <07

0256 < SC<0.5

SC <£0.25

Visual representation of the silhouette coefficient calcu-
lation, used to evaluate the quality of clusters in the K-
Means clustering algorithm, is shown in Figure 1 Below is
an explanation of the components in Figure 1:

1) z; (red dot) is the data point being evaluated. This point

is a member of cluster 1.

2) ag, is the average distance of point z; to all other points
in the same cluster, i.e., cluster 1. It is calculated by
taking the distance between x; and every other point
in the same cluster, and then averaging it. This value
measures how close x; is to other members in its own
cluster. The smaller the value of a,,, the better x; is
within its cluster.

3) b,, is the average distance of point x; to all points in the
nearest cluster that is not the cluster of z; (e.g., Cluster
2 or Cluster 3). In this illustration, Cluster 2 has the
smallest average distance to z;, so it is used to calculate
bs,. This value indicates how far z; is from the nearest
other cluster. The larger the value of b,,, the better x;
is separated from other clusters.

a, =av
Clusterl % 2 avg

~

. =min
Cluster3

Cluster2

Fig. 1. Silhouette Coefficient Illustration [24]

The research workflow is illustrated in Figure 2. It com-
prises several stages: data collection, data preprocessing, clus-
tering, evaluation, and visualization. The data, spanning from
2000 to 2023, was obtained from the Indonesia Ministry of
Forestry [25]. The dataset contains information on provinces,
emission sectors, and emission amounts measured in giga-
grams.

During the preprocessing phase, missing values are imputed
using forward fill and backward fill methods. Forward fill is a
technique that replaces missing values with the most recently
observed value, while backward fill fills missing values using
the next observed value [16]. The K-Means algorithm is
applied for clustering, and the results are evaluated using the
Silhouette score. The clustering configuration with the highest
Silhouette score is analyzed further. Finally, the clustering
results are visualized through province-level mapping.

Data Collection

Data Preprocessing

Zlustzring

Ewaluation

Analyzing

Visualization

Fig. 2. Research Workflow

III. RESULTS AND DISCUSSIONS

The K-Means algorithms are run to cluster the data. The
first experiments cluster 34 provinces. K-Means is run using
different numbers of clusters k¥ = {2,3,4,5,6,7,8,9,10}.
The experiments used different cluster numbers to find the
best clustering results according to the evaluation metrics. The
clustering results were subsequently evaluated using silhouette
scores.
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The data used in this design focuses on greenhouse gas
(GHG) emissions data from 34 provinces in Indonesia, ex-
pressed in carbon dioxide equivalent (CO, eq) units and
measured in Gigagrams (Gg). The time range analyzed covers
the period from the year 2000 to 2023 for provincial-level
GHG emissions. The dataset comprises comprehensive GHG
emission data from 34 provinces in Indonesia, spanning 24
years (2000-2023). Each record includes sector-specific emis-
sions (energy, industry, agriculture, forestry, and waste) in COq
equivalent units. The data is collected from the Ministry of
Environment and Forestry’s database, ensuring reliability and
adherence to national reporting standards. The data consists
of 3910 data points, comprising 34 provinces in Indonesia, 24
years of GHG emissions data from 2000 to 2023, and 5 GHG
emission sectors. The data for the analysis consists of five
sector test data and one combined test data from all sectors.

In this section, clustering analysis is performed on data
divided into five sectors: waste, energy, industry, agriculture,
and forestry, as well as a combined dataset from all sectors.
The goal is to evaluate the clustering results with a variation
in the number of clusters from two to ten clusters per test
data, using the K-Means algorithm. The Silhouette Score is
chosen as the evaluation criterion to assess the quality of the
resulting clusters, indicating how well objects are grouped
within the same cluster compared to other clusters. Table II,
which evaluates the combined test data from all sectors, reveals
that two clusters provide the highest average silhouette score
of 0.7. Figure 3 shows provinces in Indonesia divided into two
clusters, where Riau is the only province as a member in one
cluster. Hence, it is more interesting to analyze the results of
the three clusters.

TABLE II
EVALUATION OF CLUSTERING RESULTS FOR COMBINED SECTOR TEST
DATA
Cluster | Average Silhouette Score
2 0.70
3 0.62
4 0.58
5 0.55
6 0.57
7 0.39
8 0.38
9 0.37
10 0.35

Emissions across Indonesia’s provinces can be categorized
into three distinct classifications. Figure 4 shows a mapping
of provinces in three clusters. Riau province has consistently
recorded the highest emission ("High” category) for 24 years,
demonstrating substantial emissions exceeding 300,000 tonnes
annually and reaching its peak at 452,908 tonnes in 2013,
reflecting its intensive industrial and agricultural activities. In
contrast, Papua and West Papua consistently maintained the
lowest emissions ("Low” category), often recording negative
values (ranging from -133,097 to around -30,000 tonnes),
indicating their role as carbon sinks due to extensive forest
coverage. The "Medium” classification encompasses all other

provinces across the archipelago, showing moderate emis-
sions typically ranging between -10,000 to 200,000 tonnes,
such as East Java, Central Kalimantan, and South Sumatra,
representing areas with balanced industrial development and
varying degrees of urbanization, as shown in Figures 5, 6,
and 7. The decision to adopt a three-cluster configuration was
informed by its ability to provide nuanced insights, despite the
two-cluster solution having a slightly higher silhouette score.
The three-cluster model enables differentiation between high-
emission provinces like Riau and low-emission regions like
Papua, capturing subtleties in medium-emission provinces that
the two-cluster solution misses. This configuration facilitates
more actionable regional strategies.

Emission Levels

W
S

Fig. 3. Two Cluster Map of Combined Sectors in Indonesia

Emission Levels
B

[ vesm

[ Hen

!

S

Fig. 4. Three Cluster Map of Combined Sectors in Indonesia

IV. CONCLUSION

The application successfully identified greenhouse gas
(GHG) emission patterns at the provincial level in Indonesia
from 2000 to 2023 using the K-Means Clustering algorithm
and evaluation with the Silhouette Coefficient. The study
successfully demonstrates the K-Means algorithm’s capability
to identify patterns in GHG emissions, achieving its objective
of classifying provinces based on their emission profiles. This
classification provides a foundation for prioritizing regions in
future emission reduction initiatives. The analysis revealed that
Riau Province was identified as the highest emitter, while
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Fig. 6. GHG Emissions Combined Test Data of Provinces per Cluster for the

Year 2008 - 2015

206 Catied o Ou2 - 3 2017

208 2019

2020 20m1

2022 2023

Fig. 7. GHG Emissions Combined Test Data of Provinces per Cluster for the
Year 2016 - 2023

Papua and West Papua were recognized as the provinces
acting as the highest absorbers. Evaluation using the Silhouette
Coefficient showed that clustering with three clusters produces
an average silhouette score of 0.62, indicating a medium level
of similarity among provinces within a cluster. The interactive
map not only illustrates the spatial distribution of emissions
but also provides a deeper understanding of emission patterns
and intensities across various regions of Indonesia.
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