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Abstract— People are providing a variety of information 

about the coronavirus outbreak, including the needs of 

affected communities and the location of the outbreak. Such 

information can be used as one of the resources to map the 

coronavirus outbreak events and the needs of affected people 

in Indonesia. However, the information obtained from social 

media has an informal structure and has low reliability as an 

information provider. Unstructured social media data makes 

it difficult to identify information related to trending topics, 

especially related to the coronavirus outbreak. Therefore, in 

this study, we used Document Pivot (Doc-p) and BN-grams 

(January to May 2020) methods to detect trending topics in 

Indonesian tweets. In our experiments, we investigate the 

impact of different topic numbers and master data on the 

quality of the resulting trending topics. We measure the 

accuracy of detecting trending topics by comparing both 

methods to trending topics found in local news and Twitter. 

Our experimental results show that using 10 topics yields the 

highest topic recall. Trending topics generated by BN-grams 

have the highest topic recall values. Stemming also reduces the 

quality of the resulting trending topics. The topic recall values 

of Doc-p and BN-gram from the four datasets are 75% and 

50%, respectively. Overall, Doc-p has higher topic recall 

compared to his BN-gram because, unlike BN-gram, the 

dataset is used without stemming. 

 
Keywords: Trending Topics Pandemic, Covid-19, BN- 

grams, Doc-p. 

I. INTRODUCTION 

According to [11], a trending topic is a term (consisting 
of one or more words) that appears in a significant number 
of tweets and originates from a specific source. Trending 
topics on social media and search engines are presented in 
the form of Indonesian trends (Twitter), Google Trends 
(Google), and popular news (Facebook). The rapid 
development of trending 

topics in social media has resulted in the emergence of 
numerous research endeavors aimed at detecting trending 
topics on social platforms. 

The processing methods for trending topics are 
generally classified into three categories: textual content, 
social content, and hybrid [3]. The textual content method 
is a trending topic detection technique based on the 
processing of text or messages posted on social media. 

Indonesia was affected by the Covid-19 outbreak from 

January to May 2020. The majority of user statuses on 

Twitter in Indonesia contain information or opinions 

related to Covid-19. The quantity of Twitter data (tweets) 

continues to grow, with a progressively extensive 

discussion about Covid-19. This research proposes 

trending topic detection as the primary foundation of 

information for the government, online news, and 

television. Information originating from Twitter, 

according to [1], has the characteristic of being original, 

unedited, and factual. The information generated on 

Twitter comes directly from the Twitter user community, 

a characteristic commonly known as Original content. 

Information from Twitter is unedited, unlike in online 

news media where there is an editorial team prior to the 

news being broadcast. Information from Twitter depicts 

the reality of events happening at specific times and 

locations, making it factual. 
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The contribution of this study is to examine the 

effect of varying the number of topics when comparing 

BN-gram and Doc-p methods on the quality of trending 

topics related to Covid-19 in Indonesian tweets. Testing 

BN-gram Doc-p method on four datasets, Impact of 

implementing stemming in preprocessing, Comparing BN- 

gram and Doc-p method on resulting trending topics in 

Indonesian tweets. Impact on quality. 

II. LITERATUR REVIEW 

Several previous studies have conducted research 

on trending topics related to Covid-19. [9] This research 

proposes a model based on the Universal Sentence Encoder 

to analyze and detect trending topics as well as the primary 

concerns of the public regarding COVID-19 on Twitter. 

This model utilizes semantic representations from the 

Universal Sentence Encoder and the K-means clustering 

algorithm to group tweets with semantic similarity. The 

experimental results demonstrate the superiority of this 

model in detecting informative topics compared to baseline 

methods such as TF-IDF and Latent Dirichlet Allocation 

(LDA). This approach is not limited to specific data 

distributions and can be applied to social media and other 

contexts beyond COVID-19. 

Whereas in research [11] there is no previous 

research that compares the results of the k-means 

algorithm, CLOPE clustering, and Latent Dirichlet 

Allocation (LDA) topic modelling to detect trending topics 

in tweets. As not all tweets contain hashtags, we considered 

three sets of training data features: hashtags, keywords, and 

keywords + hashtags in this study. The proposed 

methodology demonstrates that CLOPE can also be applied 

in non-transactional databases, such as Twitter datasets, to 

address trending topic discovery and can provide more 

topic patterns than k-means and LDA. The use of additional 

feature sets has enhanced the results of k-means and LDA, 

indicating that keywords + hashtags can identify more 

meaningful topics. 

This study discusses the trending topics on 

Twitter, which are defined as names, phrases, or topics 

mentioned at a higher rate than others on the platform. 

Although trending topics on Twitter have been shown to 

impact various public events and market changes, research 

that comprehends the dynamics of these trending topics is 

still lacking. The focus of this research is to examine the 

trending topics on Twitter in 2018, utilizing the Twitter 

trends API and evaluating the dataset based on six criteria: 

lexical analysis, time taken, trend recurrence, trend 

duration, tweet volume, and language analysis. This 

research contributes by providing general statistics, top 

trending topics based on each criterion, and computed 

distributions to elucidate the data. These findings aim to 

enhance the understanding of the characteristics and 

patterns associated with Twitter trending topics, filling 

gaps in the existing literature on their dynamics and impact 

[5]. 

This study presents an in-depth analysis of the 

discourse changes related to Covid-19 on Twitter during the 

first wave of the pandemic. Through topic modeling, this 

research identifies the evolution of topics being discussed, 

while sentiment analysis reveals a shift from positive to 

negative sentiments in line with the phases of lockdown and 

reopening. Furthermore, the increase in tweet subjectivity 

is noteworthy, and the figurative framework of war 

undergoes changes as real events enter the discourse. The 

research findings provide valuable insights into how 

perspectives and responses   to   the pandemic are reflected 

in the language of social media [8]. 

During the COVID-19 pandemic, understanding 

public concerns and sentiments through social media, 

especially Twitter, has become crucial. This study proposes 

a combined approach of peak detection and clustering to 

extract insights from COVID-19-related tweets. As a result, 

important topics were identified, including health status, 

government policies, economic crisis, COVID-19 updates, 

prevention, as well as vaccines and treatments. This 

approach proved to be accurate in capturing relevant topics 

from the large and noisy stream of tweets in the United 

States [2]. 

III. RESEARCH METHOD 

This section explains the fundamental concept of the 
BN-grams and Doc-p methods. 

A. BN-gram Method 

Trending topic detection using the BN-grams method 

employs three steps as illustrated in Figure 1 [1], [7]. 

 
Fig 1. The stages of trending topic detection using the BN-grams 

method [1]. 

 
In Figure 1, during the first step, the calculation of 

document frequency (�fi�f�) is performed for each n-gram. 

In the second step, a set of n-grams undergoes clustering 

through hierarchical clustering. In the third step, each 

cluster undergoes topic ranking to detect trending topics. 

Before processing the tweets in the first step, the tweets are 

collected in the current time slot (�) and the previous time 

slot (� − 1). Furthermore, in both of these time slots, the 

tweets undergo preprocessing, including tokenization, 

stemming, and aggregation. This study utilizes two types 

of aggregation, namely time aggregation and topic 

aggregation. Time aggregation is the consolidation of 

tweets based on closely related time intervals in each time 

slot. Topic aggregation involves the merging of tweets 

based on the similarity between tweets. In this study, the 

similarity between tweets is calculated using the LSH 

method. If trending topics are generated from clusters with 

n-grams with the highest df-idf values (topic ranking) [10]. 

B. The Document Pivot Method (Doc-p) 

Tweets collected at certain time slots with the time 

aggregation approach are preprocessed with two stages, 

namely tokenization and stemming. The preprocessing results 

are subjected to trending topic detection using the Doc-p 

method. The Doc-p method employs four main steps, namely 

1). Clustering tweets using the Locality Sensitive Hashing 

method, 2). Removal of clusters whose number of members is 

below the threshold, 3). Weighting of each cluster and 4). 

Cluster ranking to determine trending topics [1]. 
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Fig 2. Clustering tweet with LSH [6] 

keywords that may reflect trending topics. DF-IDF gives 

higher weight to words that rarely appear in the entire 

dataset but frequently appear in specific documents, thus 

distinguishing more relevant keywords. 

3. The next step is to perform clustering for each n-gram 

based on the distance between n-grams to obtain trending 

topics from each cluster. The last step is to cluster these 

ranked n-grams based on the distance between them. This 

can be done using clustering methods such as k-means or 

hierarchical clustering. Clustering aims to group n-grams 

that have similarities in context or topic. In this way, 

high-scoring n-grams that are similar to each other will 

be grouped together, forming clusters. These clusters can 

then be interpreted as trending topics or popular topics 

within the Twitter dataset. 

IV. RESULT AND DISCUSSION 

C. Difference between Pivot (Doc-P) and BN-grams Method 

According to [1], there is an explanation about DOC-P 

(Document-pivot) in the context of Topic Detection and 

Tracking (TDT). DOC-P is used in a general-purpose topic 

detection method that produces two complementary types of 

output. In the DOC-P method, a topic is represented by a 

cluster of documents. There are advantages and disadvantages 

to this method. The main weakness lies in the issue of cluster 

fragmentation and dependence on an arbitrary threshold for 

including new documents into existing topics in the streaming 

context. 

Additionally, there is also the feature-pivot method, where 

a cluster of keywords is produced. Both of these approaches 

are considered complementary, and depending on the specific 

application, one may be more suitable than the other. 

DOC-P method commonly employs several approaches. 

One of them is document clustering based on textual 

similarity among documents. An example is the method 

discussed by Phuvipadawat and Murata for detecting breaking 

news on Twitter. They use a bag-of-words representation with 

weighting to create clusters of tweets based on text similarity. 

Some challenges of the DOC-P method include cluster 

fragmentation and the need for an arbitrary threshold. 

However, this method can be improved by considering other 

dimensions, such as temporal proximity, and using clustering 

algorithms that take both dimensions into account. 

BN-grams method with three stages, namely: 

1. Extracting keywords in the form of bigrams or trigrams 

from the Twitter dataset; The first step is to take the 

Twitter dataset and perform the extraction of n-grams, 

here in the form of bigrams or trigrams. For example, 

bigrams are pairs of two words that appear consecutively 

in the text. 

2. Performing ranking for each n-gram (bigrams or 

trigrams)   using    df-idft    (document    frequency 

invers document term) calculation to obtain scores for 

each bigram or trigram. After obtaining bigrams or 

trigrams, the next step is to score each n-gram using the 

df-idft (document frequency invers document term) 

calculation. This metric helps assess how important an n- 

gram is in the overall context of the dataset and identifies 

A. Dataset 

This study uses four datasets namely P1, P2, P3 and 

P4 and sequentially has a total number of tweets of 2,186, 

1,395, 7,175, 1,223. Datasets P1, P2 were collected on 

June 11-12, 2020 and July 01, 2020 respectively. Datasets 

P3, P4 were collected on April 17 and June 19, 2020, 

respectively. Datasets P1-P4 were constructed based on 

keywords such as “unemployment, layoffs, termination, 

return to work, OTG, ODP, PDP, quarantine, lockdown, 

covid-19, covid, corona, BNPB, and Ministry of Health”. 

In addition, keywords were added in the data collection if 

there were no keywords corresponding to the Covid-19 

events. The trending topic detection in this research is not 

based on a specific event. Conversely, the anticipated 

outcome of the proposed method's trending topics is to 

unveil events that remain unreported by online news 

media or television. 

B. Evalution Method 

Testing BN-grams and Doc-p is conducted by 

comparing the number of topics generated from the 

proposed method with the ground truth created based on 

popular news in online media. 
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Table 1. The Ground Truth sample 

 

 

Here, GT represents a set of topics in the ground 

truth, BT represents a set of trending topics, KGT 

represents a set of keywords in the ground truth, and 

KBT represents a set of keywords in trending topics. 

 
C. Evalution Result 

a. Comparison of BN-gram and Doc-p Across Four 

Datasets 

 

 

 

 

 

 

 

 
The overall test in this article uses three 

measurements: topic recall (TR), keyword precision 

(KP), and keyword recall (KR). Topic recall (TR) is 

the comparison between trending topics and ground 

truth topics (Equation (1)). Keyword precision (KP) 

is the ratio of trending topic keywords that match 

ground truth keywords compared to the total number 

of trending topic keywords (Equation (2)). Keyword 

recall (KR) is the ratio of trending topic keywords that 

match ground truth keywords compared to the total 

number of keywords in the ground truth (Equation 

(3)). The three measurements are expressed by the 

following equation: 

Fig 3. Comparing BN-gram and Doc-p on Four Datasets 

Figure 3 explains the comparison of the test results 
of trending topic detection from the BN-grams and Doc- 
p methods. The testing results indicate that the Doc-p 
method has the highest topic recall value and relatively 
good keyword precision and keyword recall values 
compared to the other five methods across the entire 
dataset. The Doc-p method has the highest topic recall 
value on datasets P-3 and P-4. Whereas in the P-2 and P- 
1 datasets, the highest topic recall value is owned by 
BN-grams. Regarding datasets P-1, P-2, P-3, and P-4 
have been described in Table 1. 

In the BN-grams and Doc-P methods, there is a 
decrease in recall values at P-1 and P-2. The P-2 and P- 
3 values in BN-grams experienced a decrease, while 
Doc-P experienced an increase. The P-3 and P-4 values 
experienced an increase in recall, both in BN-grams and 
Doc-P. The large number of records in the P-3 data 
resulted in a decrease in the recall value of P-3 in BN- 
grams because there were many diverse or 
heterogeneous topics, making it difficult to detect 
trending topics. On the contrary, if the number of 
records is small, the recall value tends to increase. In 
contrast to Doc-p, the recall value always increases and 
is not dependent on the number of records. 
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(1) 

 

(2) 

 

(3) 

Dataset Time Period Title/Headline News Keyword 

P-1 11 June 2020 

(00:00 -23:59) 

"The Omnibus Law on Job 

Creation Was Made Because 

Unemployment Rates Are 

Still High." (RUU Cipta 

Kerja Dibuat Karena Tingkat 

Pengangguran Masih Tinggi) 

unemployme 

nt; omnibus 

law on job; 

work 

(penganggura 

n;ruu 

cipta;kerja) 

P-2 01 July 2020 

(15:00-22:00) 

Faisal Basri: Luhut 

Pandjaitan is more 

dangerous than the 

Coronavirus COVID-19. 

(Faisal Basri: Luhut 

Pandjaitan Lebih 

Berbahaya dari 
Coronavirus COVID-19) 

Covid; lbp; 

dangerous 

(Covid; 

lbp;berbahay 

a) 

P-3 17 April 2020 

(00:00-23:59) 

The Head of the Criminal 

Investigation Department 

Violators of Covid-19 

Handling and PSBB Will 

Be Punished. 

(Kabareskrim Pelanggar 

Penanganan Covid-19 dan 

PSBB akan Dihukum) 

The Head of 
the Criminal 
Investigation 
Department; 
Violator; 
psbb; 
punished 
(Kabareskrim 
; pelanggar; 
psbb; 
dihukum) 

P-4 19 June 2020 

(01:00-01:07) 

Asymptomatic COVID-19 

Positive Cases Need to be 

Educated About the 

Transmission of the 

Coronavirus (OTG Positif 

Covid-19 Perlu Diberikan 

Edukasi Penularan Virus 

Corona) 

Asymptomati 

c;covid;coron 

a 

(Otg;covid;c 

orona) 
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Table 2. Trending Topic Testing Results BN-grams and Doc-p 
 

Data 
set 

Tot 
al 

BN-Grams Doc-p 

 Top 
ic 

Top 
ic 

Rec 
all 

Keyw 
ord 

Precisi 
on 

Keyw 
ord 

Recall 

Top 
ik 

Rec 
all 

Keyw 
ord 

Precisi 
on 

Keyw 
ord 

Recall 

P-1 10 0,43 0,24 1,00 0,28 0,20 1,00 

P-2 10 0,30 0,32 1,00 0,14 0,57 1,00 

P-3 10 0,10 1,00 0,50 0,20 0,23 1,00 

P-4 10 0,50 0,67 0,63 0,75 0,45 0,74 

 
Testing on P-3 and P-4 indicates that the Doc-p method 

produces several topics with high similarity to the 

trending topics on Twitter, online news, and local news. 

This occurs because the Doc-p method utilizes a dataset 

with preprocessing without stemming. Preprocessing 

without stemming has an impact on the quality of 

trending topic sentences produced according to the 

applicable EYD (Indonesian language rules). 

Testing on P-2 and P-1 shows that the BN-grams 

method has a higher topic recall value than Doc-p. This 

happens because the use of trigrams in trending topic 

processing has an impact on the results of trending topic 

sentences that are more SPOK-patterned and in 

accordance with applicable EYD. However, the 

accuracy value of BN-grams is still lower compared to 

Doc-p in P2 (April) and P-3. This occurs because the 

datasets used in P- 2 (July) and P-1 still incorporate 

stemming, resulting in trending topics that do not 

adhere to the Indonesian Language Guidelines (EYD) 

and are difficult to comprehend, thus yielding trending 

topics of inferior quality compared to datasets processed 

without stemming. 

Figure 3 illustrates the comparison of topic recall 

between the BN-grams and Doc-p methods. Overall, 

the topic recall in P-4 has a higher accuracy value. 

Figure 4 shows that the topic recall value for BN- 

Grams in P-1 is higher than that in P-2 across all 

methods. The highest accuracy values for BN-grams 

in P-1 and P-2 are 43% and 28% respectively. 

Meanwhile, in P-4, BN-Gram and Doc- p have 

accuracies of 50% and 75% respectively. This is 

because the use of stemming in the preprocessing 

stage in P-2 deteriorates the quality of trending topics, 

resulting in a lower accuracy compared to P-1. 

Testing on P-2 (April) and P-3 indicates that the 

Doc- p method produces several topics with high 

similarity to the trending topics on Twitter, online 

news, and local news. This occurs because the Doc-p 

method employs a dataset with preprocessing without 

stemming. Preprocessing without stemming impacts 

the quality of the generated trending topic sentences 

in accordance with the prevailing Indonesian 

language rules (EYD). 

 
b. The effect of the number of topics on topic recall. 

 

 

Fig 4. The Effect of Varying Topic Numbers on the Comparison of 

BN- grams and Doc-p 

 

Figure 4 explains the topic recall comparison 

between the BN-grams and Doc-p methods [1]. 

Overall, the topic recall on P-1 has a higher accuracy 

value than P-2. The first picture shows the BN-Grams 

P-1 topic recall value is higher than P-2 of the entire 

method. The highest accuracy values for BN-grams in 

P-1 and P-2 are 43% and 29% respectively. This 

happens because the use of stemming in the 

preprocessing stage in P-2 worsens the quality of 

trending topics so that the accuracy becomes lower 

than P-1. 

The larger the number of topics tested in BN-grams 

and Doc-p, the higher the impact on the increase in the 

topic recall accuracy value. This is evidenced in P-1 

and P-2 with the number of topics ranging from 2 to 10 

topics, the topic recall accuracy value of BN-grams has 

increased compared to Doc-p. This happens because 

the greater the number of topics tested, the more topics 

that have similarities with popular news on cyber 

media. Therefore, the highest topic recall values of 

BN-grams on P-2 and Doc-p on P-1 and P-2 are 

generated rom the number of topics with the highest 

value, namely with the number of topics 10. 

The clustering in the BN-grams method uses 

hierarchical group average clustering. This is different 

from non-hierarchical K-means clustering. The topic 

modeling in BN-grams uses an approach of clustering 

between N-grams. This is different from Latent 

Dirichlet Allocation (LDA), where the topic modeling 

is based on probability of terms/words. 

V. CONCLUSION 

Overall, the quality of trending topic detection in 

Indonesian-language tweets is influenced by the type of 

dataset and preprocessing employed. Datasets with a 

more heterogeneous term distribution and using 

stemming tend to reduce the accuracy of trending topics 

generated by BN- grams and Doc-p. In addition to being 
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influenced by the type of dataset and preprocessing, the 

accuracy of trending topics is affected by the number of 

topics tested. 

An increase in the number of topics results in an 

improvement in the accuracy of trending topics for BN- 

grams and Doc-p. This occurs because the addition of more 

topics impacts the number of keywords and sentences 

detected consistently with the ground truth, thereby 

enhancing the accuracy value. 

Overall, the testing results indicate that the trending 

topic detection in Indonesian-language tweets from Doc- 

p demonstrates better accuracy compared to BN-grams. 

This occurs because the cluster formation principle in 

Document Pivot, using Locality Sensitive Hashing, 

exhibits better quality compared to the group average 

hierarchical clustering in the cluster formation of BN- 

grams. Therefore, the trending topics generated in each 

cluster in Doc-p increasingly exhibit similarities with 

popular online media news. 

Opportunities for further research could include 

incorporating variations in the number of topics and the 

number of N-Grams in trending topic testing, as well as 

conducting tests using languages other than Indonesian 

tweets. 
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