


VOL.6 No. 2 Tahun 2025 

DEWAN REDAKSI 
 
 

Penanggung Jawab 
Sudarmaji, S.Kom., M.MKom. 

 
Chief Editor : 

Mujito, S.Kom., M.Kom. 
 

Main Editor : 
Ismail Puji Saputra, S.Kom., M.Kom. 

 
Operator OJS : 

Ir. Budi Asmanto, M.T.I 
 

Section Editor : 
Dr. Suyud Widodo, M.Pd. 

 
 

Reviewer Mitra Bestari : 
 

 Nadya Safitri, M.Kom.  STMIK Bina Insani 
Regina Carla Handayani, M.Kom. Telkom Indonesia 

Ardye Armando Pratama, M.Kom. PT. Nomura Research Institute Indonesia 
 M.Muslihudin, M.T.I. (STIMIK Pringsewu, Indonesia) 

Basuki Hari Prasetyo, S.Kom., M.Kom. (Universitas Budi Luhur) 
Dian Anubhakti., S.Kom., M.Kom. (Universitas Budi Luhur) 

Jimi Ali Baba, M.T.I (STIMIK Pringsewu, Indonesia) 
Ricco Hardyan Saputra, M.T.I (STIMIK Pringsewu, Indonesia) 

Yuri Fitrian, M..T.I (STIMIK Pringsewu, Indonesia) 
 
 
 
 
 
 

ALAMAT REDAKSI & DISTRIBUSI REDAKSI 
 

JURNAL MAHASISWA SISTEM INFORMASI (JMSI) 
PROGRAM STUDI D-III SISTEM INFORMASI 

FAKULTAS ILMU KOMPUTER UNIVERSITAS MUHAMMADIYAH METRO 
JLN. GATOT SUBROTO NO.100 YOSODADI, METRO TIMUR, 34111 

SUREL: JMSIFIKOM.UMMETRO@GMAIL.COM 
 
 



VOL.6 No. 2 Tahun 2025 

PENGANTAR REDAKSI 
 
Assalamualaikum Wr. Wb. 

 

Puji Syukur kami ucapkan kehadirat Allah SWT, pada akhirnya Jurnal Mahasiswa Sistem 

Informasi (JMSI) Volume 6 No. 2 Periode Juni 2025 telah selesai kami susun  dan siap untuk 

diterbitkan. 

 Artikel-artikel pada edisi ini sebanyak tiga puluh enam (36)  artikel yang merupakan 

artikel internal Fakultas Ilmu Komputer Universitas Muhammadiyah Metro dan artikel eksternal 

dari Universitas Amikom Purwokerto, Universitas Muria Kudus, Universitas Nusantara PGRI 

Kediri, Universitas Sriwijaya, Politeknik Negeri Jember, Universitas Budi Luhur. Judul-judul yang 

terdapat dalam artikel pada edisi kali ini memuat artikel pembuatan aplikasi berbasis desktop dan 

aplikasi berbasis web serta terdapat pula jaringan. 

Penghargaan setinggi-tingginya kami haturkan kepada para Reviewer, Redaktur, Penulis 

dan semua pihak yang terlibat dalam penyusunan dan penerbitan Jurnal Mahasiswa Sistem 

Informasi (JMSI) ini. Semoga jurnal ini dapat menambah wawasan keilmuan dibidang ilmu 

komputer dan teknologi Informasi, untuk itu demi peningkatan mutu karya tulis jurnal baik dari 

segi isi maupun tampilan OJS JMSI kami harapkan saran dan kritik perbaikan di edisi berikutnya. 

 

Salam Redaktur 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



VOL.6 No. 2 Tahun 2025 

DAFTAR ISI 
 

 
 

Sistem Inventory Dan Rekomendasi Laptop Berdasarkan Kebutuhan Aplikasi Menggunakan 
Metode Moora ....................................................................................................................... 84–93 
Heru Teguh Santoso; Rina Firliana; Muhammad Najibulloh Muzaki 
 
Analisis Kualitas Layanan Pada Website Badan Pusat Statistik Menggunakan Metode E-Govqual 
Dan Importance Performance Analysis ............................................................................... 94-104 
Ahmad Fajar Abadi; Rina Firliana; Anita Sari Wardani 
 
Evaluasi Penerimaan Pengguna Website Dinas Pariwisata Yogyakarta Menggunakan Metode 
UTAUT  ............................................................................................................................. 105-114 
Salsabila Dini Azzahra; Rina Firliana, Anita Sari Wardani 
 
Sistem Pendukung Keputusan Berbasis Moora Untuk Seleksi Penerima Bantaun Rumah Layak 
Huni.................................................................................................................................... 115-122 
Nizar Bahri Al Varuq; Rina Firliana, Arie Nugroho 
 
Sistem Penilaian Kinerja Aparatur Desa Menggunakan Metode Topsis  .......................... 123-132 
Afrizal Ahmad Bayu Prasetyo; Rina Firliana; Muhammad Najibulloh Muzaki 
 
Rancang Bangun Sistem Informasi Manajemen Aset Berbasis Web ...............................   133-141 
Pujianto; Mujito, Dedi Irawan 
 
Rancang Bangun Sistem Informasi Penjualan Tunai Berbasis Object Oriented Pada Surya Motor 
Replika ............................................................................................................................... 142-150 
Mujito; Pujianto, Danang Prabowo, Ferdiansyah 
 
Rancang Bangun Sistem Informasi Peminjaman Barang Pada Pt. Xyz Berbasis Object 
Oriented.............................................................................................................................. 151-158 
Budi Asmanto, Ika Arthalia; Suyud Widodo, Ika Susanti 
 
ANALISIS PERAN KECERDASAN BUATAN DALAM MENINGKATKAN KEAMANAN 
DATA DI ERA DIGITAL .................................................................................................. 159-169 
Faiz Akmal Supangkat; Oktaviano Rifky Ramadhani, R. Vitto Mahendra Putranto, Ilham 
Albana 
 
Sistem Informasi Penggajian Pada Perusahaan Berbasis Web ........................................   170-177 
Danang Prabowo 
 
Sistem Informasi Akademik Pemilihan Siswa Berprestasi Sekolah Dasar Berbasis Web Dengan 
Metode Saw .....................................................................................................................   178-186 
Evania Priyanto; Rina Firliana; M. Najibullah Muzaki 
 



VOL.6 No. 2 Tahun 2025 

Analisis Segmentasi Customer Dengan Rfm Dan K-Means Clustering: Studi E-Commerce PT 
PQR ...................................................................................................................................  187-196 
Aditya Setya Nugraha; Priti 
 
Prediksi Latihan Fisik Menggunakan K-Nearest Neighbors (KNN) Berdasarkan Data BMI  197-
204 
Muhammad Rafif Rabbani; Iftikhar Rizqullah, Narendra Saputra, Muhammad Wifqi 
Aufal Maulana, Arif Setiawan 
 
Penerapan Machine Learning Dengan K-Nearest Neighbors (Knn) Untuk Identifikasi Jenis 
Bunga Berdasarkan Karakteristik Fisik  ...........................................................................  205-213 
Asti Devi Mutiara Khoirun Nisa; Najwa Lailatus Sa’diah, Laili Fitriyani, Avin Nuzula 
Fitranti; Arif Setiawan 
 
Studi Komparatif Algoritma Machine Learning Dalam Klasifikasi Dan Prediksi Kanker Paru-
Paru   .................................................................................................................................  214-222 
Atma Agilia Triwardani; Erna Daniati; Anita Sari Wardani 
 
Kinerja Algoritma Machine Learning Dalam Analisis Sentimen Ulasan Pengguna Aplikasi Livin’ 
By Mandiri Pada Google Play Store .................................................................................  223-231 
Ovelina Devi Kurnia, Erna Daniati; Aidina Ristyawan 
 
Rancang Bangun Sistem Informasi Presensi Kehadiran Siswa Berbasis Website: Studi Kasus 
Smp Negeri 1 Kertosono ...................................................................................................  232-240 
Ferlita Putri Anugerah Illahi; Erna Daniati, Dwi Harini 
 
Analisis Pola Kecelakaan Lalu Lintas Menggunakan Algoritma Apriori Dan Fp-Growth Studi 
Kasus : Satlantas Polrestabes Surabaya  ...........................................................................  241-253 
M Aldan Adiar Firdaus, Dhian Satria Yudha Kartika, Abdul Rezha Efrat Najaf 
 
Peran Cloud Computing Dalam Meningkatkan Efisiensi Sistem Informasi Di Perusahaan ..........    
254-263 
Lintang Aprillia; Maisarah Febiyana, Shalsa Sabrina Pungkasari 
 
Penerapan Machine Learning Untuk Pengenalan Sidik Jari Menggunakan Decision Tree   ... 264-
272 
Tsirwatun Nisail Khasanah; Najwa Hanindya Putri, Syifa Amalia, Revanda Putri 
Rahmadani, Arif Setiawan 
 
Rancang Bangun Sistem Informasi Penentuan Siswa Penerima Beasiswa Di Sdit Al-Yasmin 2 
Bogor Menggunakan Metode Simple Additive Weighting (SAW)  ..................................  273-280 
Ady Wisma Putra Wardana; Bima Cahya Putra, Dian Anubhakti, Jan Everhard Riwurohi 
 
Evaluasi Kinerja Proyek TI Menggunakan Metode Earned Value Management (Evm): 
Pendekatan Narrative Riview   .........................................................................................  281-288 
Bagus Dwi Rakhmawan; Shendy Filanzi, Ilham Albana 



VOL.6 No. 2 Tahun 2025 

Sistem Pendukung Keputusan Untuk Pemeringkatan Mahasiswa Berprestasi Menggunakan 
Metode Simple Additive Weighting   ................................................................................  289-298 
Dwita Amalia Rizki; Fadiya Agustina, Rakha Adhi Nugraha, Soni Adiyono 
 
Analisis Klasifikasi Kelulusan Siswa Menggunakan Metode Knn (K-Nearest Neighbor) Random 
Forest Pada Dataset Students Performance.......................................................................  299-305 
Muhammad Rizki Arrohman; Nikmatul Khoiriyah, Arina Fawaida, Diana Laily Fithri 
 
Prediksi Penjualan Game Menggunakan Algoritma Linear Regression ...........................  306-314 
Narendra Saputra; Shifaul Akmal Dzauqi, Dwika Mahendra, Diana Laily Fithri 
 
Perancangan Sistem Informasi Pengaduan Masyarakat Kepada Dinas Sosial Berbasis Web 
Dengan Metode Waterfall .................................................................................................  315-325 
Neila Mei Ika Suryani; Endriatna Adellia Wiby, Amanda Nur Alidya Yahya, Kejora Rizka 
Amanda, Arif Setiawan 
 
Implementasi Algoritma K-Nearest Neighbor Untuk Prediksi Produksi Padi Nasional: Studi 
Kasus Pada Data Produksi Padi Indonesia .......................................................................  326-334 
Muhammad Ady Nugroho; Pratiwi Cahyaningtiyas, Rizqi Aufa Eka Prathama, Rengga 
Arga Deva, Arif Setiawan 
 
Penerapan Metode Multi-Attribute Utility Theory (Maut) Dalam Pemilihan Aplikasi Finansial 
Terbaik Untuk Umkm Mikro ............................................................................................  335-344 
Kharis Ferdiansyah; Arina Fawaida, Syafiul Muzid 
 
Penentuan Wisata Kuliner Terbaik Di Yogyakarta Menggunakan Metode Keputusan Additive 
Ratio Assessment (ARAS) ................................................................................................  345-353 
Sinta Devi Rahmawati; Bagus Sujarwo; Syafiul Muzid 
 
Analisis Data Tren Hijab Di Indonesia Dengan Model Decision Tree .............................  354-363 
Fadina Salwa Aulia Putri; Arina Fawaida, Nikmatul Khoiriyah, Muhammad Rizki 
Arrohman, Arif Setiawan 
 
Analisis Sentimen Ulasan Pengguna Gojek Menggunakan Metode Support Vector Machine 364-
372 
Dewi Masitoh; Ahmad Alif Candra Selamet, Sinta Devi Rahmawati, Adinda Bintang 
Oktavia; Arif Setiawan 
 
Audit Sistem Informasi Chiko Petshop: Analisis Masalah Dan Implementasi Framework Cobit 
Untuk Peningkatan Kinerja ...............................................................................................  373-382 
Fadli Bachtiar, Ismail Alfi Firmansyah, Septiana Widya Saputri, Al Dina Fatmawati, 
Dhanar Intan Surya Saputa 
 
Perbandingan Metode Vikor Dan Topsis Dalam Sistem Pendukung Keputusan Untuk Pemilihan 
Lokasi Usaha Kuliner .......................................................................................................  383-392 
Nikmatul Khoiriyah, Muhammad Rizki Arrohman, Syafiul Muzid 



VOL.6 No. 2 Tahun 2025 

 
Pemilihan Vendor Pembuatan Iklan untuk Digital Marketing Menggunakan Model Keputusan 
MOORA ............................................................................................................................  393-402 
Rosalva Denisia Yulia Yahya, Andhika Putri Khoirun Nisfah, Syafiul Muzid 
 
Systematic Literature Review (SLR) : Peran Artificial Intelligence Terhadap Proses 
Pembelajaran Mahasiswa ................................................................................................... 403-412 
Lusiatul Munawaroh, M. Agus Mulyadi, Jasmiatussifilfila, Elsa Maulidi Aulia, Rian Abrori 
 
Peran Etika Dalam Pemanfaatan Ai Di Berbagai Bidang .................................................  413-422 
Intan Nur Aini, Riska Yudandani, M Azaz Alfian, Rian Abrori 
 
 



 

273 
 

 
 

RANCANG BANGUN SISTEM INFORMASI PENENTUAN 
SISWA PENERIMA BEASISWA DI SDIT AL-YASMIN 2 

BOGOR MENGGUNAKAN METODE SIMPLE ADDITIVE 
WEIGHTING (SAW) 

 
Ady Wisma Putra Wardana1), Bima Cahya Putra2), Dian Anubhakti3), Jan Everhard Riwurohi4) 

Program Studi Sistem Informasi, Universitas Budi Luhur 1),2),3),4) 

bimo.cp@gmail.com1), bima.cahyaputra@budiluhur.ac.id 2), dian.anubhakti@budiluhur.ac.id 
3), jan.everhard@budiluhur.ac.id4)  

 

 
Abstrak 

Penelitian yang berjudul “Rancang Bangun Sistem Informasi Penentuan Siswa Penerima 
Beasiswa di SDIT AL-YASMIN 2 BOGOR Menggunakan Metode Simple Additive Weighting 
(SAW)” ini bertujuan untuk menghasilkan Sistem Pendukung Keputusan yang objektif dan 
sistematis dalam memberikan rekomendasi penerima beasiswa dengan kualifikasi terbaik. 
Metode yang digunakan sebagai tahapan penelitian ini adalah metode SAW 
yang merupakan metode rancang bangun perangkat lunak yang menekankan pada daur 
pengembangan yang singkat. Data yang dijadikan sebagai acuan persyaratan kebutuhan sistem 
yang dibangun didapatkan dari wawancara terhadap Staff Tata Usaha. Dari data hasil 
wawancara tersebut didapatkan masalah sulitnya untuk menyeleksi siswa yang layak 
mendapatkan beasiswa. Dikarenakan belum adanya sebuah sistem yang digunakan dalam 
penentuan penerima beasiswa dan hanya menggunakan cara pemilihan manual sehingga 
penerima beasiswa ditentukan secara subyektif. Dengan latar belakang tersebut, maka 
diperlukan Sistem Pendukung Keputusan yang dapat menjadi alat penunjang bagi proses 
penentuan penerima beasiswa.  
 
Kata kunci: Sistem Pendukung Keputusan, Simple Additive Weighting, Penerima Beasiswa 
 
 
1. Pendahuluan  
 SDIT AL-YASMIN 2 Bogor merupakan lembaga pendidikan formal (swasta)  yang  
menawarkan  program  beasiswa  kepada  siswa  berprestasi maupun  siswa  kurang  mampu.  
Siswa  calon  penerima  beasiswa  diseleksi setiap tahun oleh bagian Staff Tata Usaha. Hasil 
laporan tersebut kemudian di setujui oleh pihak Kepala Sekolah. Ada beberapa faktor yang 
mempengaruhi pengambilan Keputusan. Jadi sebelum membuat keputusan, penting untuk 
mengetahui faktor mana yang ditentukan  sebagai  kriteria.  Karena  data  siswa  yang  diolah  
sebagai  calon penerima beasiswa, harus dibandingkan satu lawan satu, dengan kriteria yang 
telah ditentukan dan rentan terhadap human error. Proses seleksi terkadang membutuhkan 
ketelitian dan memakan waktu lama. Di sistem berjalan saat ini, ditemukan bahwa pengelolaan 
data masih kurang  efektif  untuk  menentukan  siapa  yang  berhak  menerima  beasiswa, kurang 
effisien karena membutuhkan waktu yang relatif lama, kemungkinan terjadinya kesalahan 
dalam proses persetujuan dari list siswa yang menerima beasiswa, dan kemungkinan terjadinya 
kesulitan pencarian atau kehilangan data penerima beasiswa dari periode tahun ajaran 
sebelumnya atau periode beberapa tahun ajaran sebelumnya. 
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Oleh karena itu diperlukan aplikasi pendukung keputusan bagi proses seleksi calon siswa 
penerima beasiswa. Untuk itu, maka penulis melakukan penelitian dengan judul  “Rancang 
Bangun Sistem Informasi Penentuan Siswa Penerima Beasiswa di SDIT AL-YASMIN 2 
BOGOR Menggunakan Metode Simple Additive Weighting (SAW)”. Sistem ini dapat 
membantu mengolah data dan memberikan referensi siswa calon penerima beasiswa, dengan 
mencantumkan nilai untuk setiap atribut kemudian dilanjutkan dengan perangkingan yang akan 
menyeleksi alternatif terbaik untuk calon penerima beasiswa dengan Kriteria, Model dan Bobot 
yang sudah ditentukan sebelumnya. Penentuan Kriteria, Model dan Bobot disesuaikan dengan 
kondisi yang berlaku pada sistem berjalan saat ini. Dari pihak Kepala Sekolah, sebagai pemberi 
persetujuan (approval), akan  menerima  hasil  olahan  data.  Untuk  kemudian  akan  melakukan  
atau memberi persetujuan (approval). Sistem  ini  nantinya  diharapkan  dapat  dijadikan  sebagai  
alat  utama pemecahan  masalah  yang  dialami  pada  SDIT  AL  YASMIN  2  BOGOR, 
terutama pada proses seleksi penentuan siswa penerima beasiswa. 
 
2. Kajian Pustaka dan pengembangan hipotesis 
2.1.  Sistem Informasi 
Sistem adalah kumpulan elemen yang saling berhubungan dan berinteaksi dalam satu kesatuan 
untuk menjalankan suatu peroses pencapaian suatu tujuan utama [1]. Informasi  merupakan data  
yang telah diolah menjadi sebuh bentuk yang berarti bagi penerimanya dan bermanfaat dalam 
pengambilan keputusan saat ini atau saat mendatang[2]. Sistem informasi merupakan   kesatuan 
dari    manusia,    perangkat keras, perangkat lunak dan basis data  yang  mengumpulkan, 
mengubah dan menyebarkan informasi yang berguna bagi sebuah organisasi[3]. 
 
2.2.  Sistem Penunjang Keputusan 
Sistem Pendukung Keputusan   adalah   sistem   informasi   yang   digunakan   untuk membantu 
pengambilan keputusan dengan menyediakan informasi yang    terstruktur,    relevan    dan    
sesuai    dengan    kebutuhan pengambialan Keputusan[4]. Karakteristik Sistem Pendukung 
Keputusan antara lain : 
• Interaktif,  SPK  memiliki  user  interface  yang  komunikatif sehingga pemakai dapat 

melakukan akses secara cepat ke data dan memperoleh informasi yang dibutuhkan. 
• Fleksibel,  SPK  memiliki  sebanyak  mungkin  variabel masukkan,  kemampuan  untuk  

mengolah  dan  memberikan keluaran  yang  menyajikan  alternatif-alternatif  keputusan 
kepada pemakai. 

• Data  kualitas,  SPK  memiliki  kemampuan  menerima  data kualitas  yang  dikuantitaskan  
yang  sifatnya  subyektif  dari pemakainya, sebagai data masukkan untuk pengolahan data. 
Misalnya:   penilaian   terhadap   kecantikan   yang   bersifat kualitas, dapat dikuantitaskan 
dengan pemberian bobot nilai seperti 75 atau 90. 

• Prosedur  Pakar,  SPK  mengandung  suatu  prosedur  yang dirancang  berdasarkan  
rumusan  formal  atau  juga  beberapa prosedur    kepakaran    seseorang    atau    kelompok    
dalam menyelesaikan   suatu   bidang   masalah   dengan   fenomena tertentu[5] 
 

2.3. Simple Additive Weighting (SAW) 
imple Additive Weighting  (SAW) adalah metode yang dapat digunakan sebagai alat bantu 
dalam penentuan  bobot  preferensi  dari  kriteria,  dan  dapat  mempermudah klasifikasi  dari  
kriteria  yang  ada,  Metode  SAW  digunakan  untuk penentuan kriteria-kriteria pemilihan 
secara objektif dan tepat sasaran[6].Simple Additive Weighting (SAW) sering juga dikenal 
istilah metode penjumlahan terbobot. Konsep dasar SAW dilakukan dengan mencari 
penjumlahan terbobot dari rating kinerja pada setiap alternatif pada semua atribut. Metode 
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SAW membutuhkan proses normalisasi   matriks   keputusan  ke   suatu   skala   yang   dapat 
diperbandingkn dengan semua rating alternatif yang ada. 
 
3. Metode Penelitian 
3.1. Tahapan Penelitian 
Tahapan penelitian yang digunakan dapat dilihat pada gambar 1. 
 

 

Gambar 1. Tahapan penelitian 
 
Tahapan penelitian dapat dijelaskan sebagai berikut : 
• Requirement Analysis 

Pada    tahap    ini,    analisis    dilakukan    untuk    menentukan permasalahan yang terjadi 
saat ini, yaitu kebutuhan pengolahan data untuk penentuan calon  siswa penerima beasiswa. 
Pada tahapan ini dilakukan proses wawancara untuk mendapatkan data yang diperlukan 
dalam penentuan calon penerima beasiswa. 

• System Design 
Pada tahap ini, kebutuhan sistem telah dianalisis dan dilanjutkan dengan penyusunan 
desain sistem. 

• Implementation 
Pada tahap ini dilakukan proses implementasi berupa coding, dengan menggunakan bahasa 
pemrograman PHP. 

• Testing 
Pada  tahap  ini,  dilakukan  pengujian  sistem  yang  telah  dibuat,  untuk memastikan 
apakah kinerja dan optimilitasnya telah dipenuhi. 

• Maintenance 
Pada tahap ini dilakukan perbaikan apabila ditemukan adanya ketidaksesuaian atau 
kerusakan pada sistem 

 
3.2. Teknik analisis data 
Didalam penelitian ini, digunakan analisis deskriptif dan metode Simple Additive Weight 
(SAW).  Analisis deskriptif bertujuan untuk melakukan  rangkuman  berdasarkan  dokumen 
yang  sudah  ada.  Metode Simple Additive Weighting (SAW) bertujuan untuk pencarian nilai 
preferensi, yang didasarkan pada jenis kriteria, rating kriteria dan nilai bobot, pada setiap 
atribut. 
 
3.3. Teknik Pengumpulan Data 
Teknik pengumpulan data yang dilakukan dalam melakukan penelitian ini, ialah : 
• Wawancara 

Wawancara dilakukan dengan mengajukan pertanyaan lisan pada bagian-bagian yang 
terkait dengan studi kasus untuk mendapatkan data dan informasi dalam proses penentuan 
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beasiswa. Dari hasil wawancara yang di dapat, penulis juga mendapatkan dokumen yang 
akan digunakan untuk mendukung proses pembuatan aplikasi untuk penentuan penerima 
beasiswa. 

• Studi literatur 
Studi literatur dilakukan dengan mempelajari berbagai pustaka yang berhubungan dengan 
sistem pengambilan keputusan yang menggunakan metode simple additive weighting 
(SAW). Pustaka tersebut didapatkan dengan membaca buku dan jurnal yang dapat 
membantu proses penelitian. 

4. Hasil dan Pembahasan 
4.1. Analisis Masalah 
Dalam melakukan identifikasi masalah dalam penelitian ini, penulis menggunakan fishbone 
diagram. Fishbone  diagram adalah  diagram  dalam  bentuk  tulang  ikan,  yang digunakan  
untuk  menganalisa  penyebab  dari  suatu  masalah  yang sedang terjadi[7]. Analisis masalah 
dapat dilihat pada gambar 2. 

 

Gambar 2. Analisis masalah dengan fishbone diagram 
 

4.2. Activity Diagram 
Activity Diagram adalah aliran kerja atau aktifitas dari sebuah sistem atau proses bisnis. 
Dihubungkan dengan panah, panah tersebut mengarahkan urutan aktivitas dalam organisasi[8]. 
Activity Diagram input bobot kriteria dapat dilihat pada gambar 3 
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Gambar 3. Activity diagram input bobot kriteria 
 

4.3. Use Case Diagram 
Use case mendeskripsikan sebuah interaksi antara satu atau  lebih aktor dengan sistem 
informasi yang akan dibuat[9]. Use case diagram input nilai siswa dapat dilihat pada          
gambar 4. 

 

Gambar 4. Use case diagram input nilai siswa 
 

4.4. Penentuan bobot persentase untuk setiap kriteria 
Pada setiap Kriteria, ditentukan nilai Bobot Persentase, hal ini untuk perhitungan nilai rating 
kinerja ternormalisasi. Penentuan bobot persentase untuk setiap kriteria dapat dilihat pada    
tabel 1. 

Tabel 1. Bobot persentase kiteria 

Beasiswa Kriteria 
Bobot 

Persentase 

Beasiswa Prestasi (BP) 
Nilai Bahasa Arab 25% 
Nilai Al Quran Hadist 35% 
Nilai Fiqih dan Aqidah 40% 

Beasiswa Kurang Mampu (BKM) Penghasilan Orang Tua 40% 
Tanggungan Orang Tua 60% 

Beasiswa Prestasi & Kurang 
Mampu (BPKM) 

Nilai Perhitungan dari beasiswa prestasi 
(BP) 50% 
Nilai Perhitungan dari beasiswa kurang 
mampu (BKM) 50% 

 
 

4.5. Spesifikasi basis data 
Spesifikasi basis data untuk beasiswa dapat dilihat pada tabel 2. 

Tabel 2. Spesifikasi basis data tabel beasiswa 
No Nama Field Jenis Lebar Keterangan 
1 id integer 11 Id beasiswa 
2 nama_beasiswa varchar 255 Nama beasiswa 
3 crated_at timestamp  Tanggal buat 
4 update_at timestamp   Tanggal ubah 

 
 
4.6. User interface 
User interface atau desain antar muka merupakan cara program dan pengguna berinteraksi. 
Dalam istilah desain antar muka terkadang digunakan sebagai pengganti istilah Hubungan 
manusia dan Komputer atau Human Computer Interaction ( HCI ) yang mana semua aspek 
saling berhubungan[10]. Desain antar muka input data kriteria dapat dilihat pada gambar 5. 
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Gambar 5. Desain antar muka input kriteria 
 

4.7.  Arsitektur basis data 
Arsitektur basis data untuk penentuan siswa penerima beasiswa dapat dilihat pada gambar 6. 

 

Gambar 6. Arsitektur basis data penentuan siswa penerima beasiswa 
 
4.8. Sequence diagram 
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Diagram Sequence menggambarkan mendeskripsikan waktu hidup objek dan message yang 
dikirimkan dan diterima antar objek[11]. Sequence diagram input beasiswa dapat dilihat pada 
gambar 7. 

 

Gambar 7. Sequence diagram input data beasiswa 
 

5. Kesimpulan dan Saran 
5.1.Kesimpulan 
Berdasarkan penelitian yang telah dilaksanakan, maka dapat disimpulkan bahwa Sistem 
Pendukung Keputusan untuk siswa penerima beasiswa dengan metode Simple Additive 
Weighting (SAW) sebagai berikut : 
• Sistem ini mampu mempercepat tahap proses pengolahan data siswa calon   penerima   

beasiswa,   karena   pendataan,   perhitungan   serta pemilihan siswa terintegrasi kedalam 
satu sistem. Dengan demikian proses menjadi lebih efektif dan efisien, sesuai dengan kriteria 
yang telah ditetapkan. 

• Metode  Simple  Additive  Weighting  (SAW)  membantu  memastikan kandidat (siswa) yang 
terpilih untuk menerima beasiswa, memiliki profil yang sesuai dengan kriteria, rating kriteria 
& bobot kriteria yang ditetapkan.  

• Sistem ini memastikan bahwa setiap kandidat (siswa) dinilai dengan cara  yang  sama,  
sehingga  menghasilkan  konsistensi  dalam  proses seleksi. 
 

5.2.Saran 
Untuk pengembangan agar aplikasi lebih baik dan bermanfaat, maka terdapat beberapa saran 
sebagai berikut : 
• Adanya  pengembangan  fitur  pengajuan  beasiswa  secara  langsung oleh siswa.  
• Adanya penambahan fitur pemberitahuan secara langsung kepada Orang Tua Siswa, 

apabila siswa tersebut terpilih menjadi penerima beasiswa. 
• Sistem Pendukung Keputusan diharapkan dapat terintegrasi dengan sistem yang sudah ada 

di SDIT AL YASMIN 2 BOGOR. 
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	Abstrak
	Pemilihan laptop yang sesuai dengan kebutuhan pengguna, khususnya dalam menjalankan aplikasi tertentu, sering kali menjadi tantangan karena banyaknya pilihan spesifikasi dan model. Penelitian ini merancang sebuah sistem berbasis web yang mampu memberi...
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	1. Pendahuluan
	Laptop merupakan perangkat yang sangat dibutuhkan dan sering digunakan dalam kehidupan sehari-hari, baik oleh pelajar, mahasiswa, pekerja, hingga content creator. Laptop dibutuhkan untuk berbagai keperluan seperti belajar, bekerja, membuat konten, hin...
	Di sisi lain, pemilik toko laptop juga menghadapi kendala, terutama dalam hal pengelolaan data stok barang yang masih mencatat stok menggunakan microsoft excel sederhana. Cara ini cukup menyulitkan saat ingin mencari atau mengecek ketersediaan barang,...
	Melihat permasalahan tersebut, dibutuhkan sebuah sistem yang bisa membantu dan pemilik toko. Sistem ini diharapkan mampu memberikan rekomendasi laptop berdasarkan aplikasi yang ingin digunakan oleh calon pembeli, serta membantu pemilik toko dalam meng...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                      ISSN: 2715-9426
	Penelitian ini bertujuan untuk mengembangkan sebuah sistem berbasis web yang menggabungkan manajemen inventaris dan sistem rekomendasi laptop. Dalam sistem ini, digunakan metode MOORA (Multi-Objective Optimization on the Basis of Ratio Analysis) untuk...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1 Sistem Inventory
	Sistem inventory adalah sistem informasi yang digunakan untuk mencatat, mengelola, dan memantau stok barang secara digital. Sistem ini dapat membantu pemilik toko untuk mengakses informasi barang dengan lebih cepat dan akurat, sehingga meningkatkan ef...
	2.2 Sistem Pendukung Keputusan
	Sistem Pendukung Keputusan berfungsi sebagai alat bantu berbasis komputer yang dirancang guna mendukung proses pengambilan keputusan dalam permasalahan yang tidak sepenuhnya terdefinisi dengan baik. Sistem ini memanfaatkan data serta model tertentu gu...
	Dalam penerapannya, SPK dapat diintegrasikan dengan sistem rekomendasi, yaitu sistem yang bertujuan memberikan saran produk atau layanan sesuai dengan preferensi atau kebutuhan pengguna. Pada penelitian ini, sistem rekomendasi digunakan untuk mencocok...
	2.3 Metode MOORA
	Metode Multi-Objective Optimization on the Basis of Ratio Analysis (MOORA) merupakan metode pengambilan keputusan multikriteria yang mempertimbangkan berbagai atribut untuk menentukan alternatif terbaik. MOORA digunakan untuk menormalisasi data, mengh...
	Langkah-langkah dalam metode ini meliputi:
	1. Menyusun matriks keputusan dari alternatif laptop terhadap kriteria clockspeed prosesor, kapasitas RAM, penyimpanan, GPU (VRAM), dan harga.
	2. Normalisasi matriks keputusan.
	3. Menghitung nilai optimasi berdasarkan kriteria benefit dan cost.
	2.4 Metode Waterfall
	Model Waterfall merupakan salah satu metode awal dalam pengembangan perangkat lunak yang bersifat sederhana dan sistematis. Diperkenalkan oleh Winston W. Royce pada tahun 1970, model ini dinamakan "Waterfall" karena tahapan prosesnya berlangsung secar...
	Metode Waterfall memiliki beberapa tahapan yang berurutan, dimulai dari proses analisis kebutuhan, kemudian dilanjutkan dengan perancangan sistem, tahap pengkodean atau pembangunan sistem, dilanjutkan dengan pengujian, dan diakhiri dengan tahap implem...
	3. Metode Penelitian
	3.1 Jenis Penelitian
	Jenis penelitian ini adalah penelitian terapan dengan pendekatan kualitatif. Pendekatan ini digunakan untuk memperoleh pemahaman mendalam mengenai kebutuhan pengguna, pengelolaan stok, serta bagaimana sistem dapat memenuhi kebutuhan tersebut melalui p...
	3.2 Teknik Pengumpulan Data
	Penelitian ini menggunakan beberapa teknik pengumpulan data, antara lain:
	1. Observasi
	Dilakukan untuk memahami proses bisnis toko laptop, khususnya alur pengelolaan barang dan kebutuhan pengguna.
	2. Wawancara
	Dilakukan dengan pemilik toko untuk menggali informasi terkait kendala dalam pengelolaan stok dan pemilihan laptop oleh pelanggan.
	4. Hasil dan Pembahasan
	Aliran Informasi
	1. Admin melakukan login, jika berhasil maka diarahkan ke halaman dasbor admin.
	2. Admin menginput data laptop, data aplikasi, dan bobot kriteria.
	3. Admin membuka halaman website dan melihat daftar aplikasi yang tersedia.
	4. Admin memilih aplikasi yang akan digunakan.
	5. Sistem menyaring laptop berdasarkan ketersediaan dan spesifikasi minimum aplikasi.
	6. Sistem melakukan perhitungan rekomendasi menggunakan metode MOORA.
	7. Sistem menampilkan urutan rekomendasi laptop kepada pengguna.
	8. Admin dapat mengelola data laptop dan data aplikasi secara berkala.
	4.1 Data Flow Diagram (DFD)
	DFD Level 1 dari sistem inventory dan rekomendasi pemilihan laptop seperti dapat dilihat pada gambar 1, terdapat beberapa proses utama yang menggambarkan aliran data antara pengguna, admin, dan sistem. DFD ini menunjukkan bagaimana data aplikasi, data...
	Gambar 1. DFD Level 1
	4.2 Entity Relationship Diagram (ERD)
	ERD (Entity Relationship Diagram) dari sistem ini yang digambarkan pada gambar 2, terdapat beberapa entitas utama seperti admin, laptop, aplikasi, dan bobot kriteria ERD ini mendefinisikan hubungan antar tabel yang digunakan dalam sistem untuk menduku...
	Gambar 2. ERD
	4.3 Perhitungan Manual Microsoft Excel
	Beberapa kriteria digunakan dalam proses pemilihan laptop yang disesuaikan dengan kebutuhan aplikasi, sebagaimana dijelaskan pada tabel 1.
	Tabel 1. Kriteria
	Langkah selanjutnya adalah menyusun matriks keputusan dengan memberi nilai pada setiap laptop berdasarkan spesifikasi aslinya untuk tiap kriteria, seperti ditampilkan pada tabel 2.
	Tabel 2. Alternatif
	Data dari tabel 2 kemudian diubah ke dalam bentuk matriks pada tabel 3, dengan laptop direpresentasikan sebagai alternatif A1 hingga A5 dan kolom C1 hingga C5 mewakili kriteria clock speed prosesor, RAM, penyimpanan, VRAM, dan harga.
	Tabel 3. Matrix Keputusan
	Tahap selanjutnya adalah melakukan normalisasi matriks keputusan untuk menyeragamkan skala antar kriteria, mengingat setiap kriteria memiliki satuan atau rentang nilai yang berbeda. Proses ini membuat semua nilai berada pada skala yang sama sehingga d...
	Tabel 4. Normalisasi
	Penentuan bobot dilakukan berdasarkan kebutuhan spesifik dari aplikasi yang akan digunakan. Sebagai contoh, pada aplikasi AutoCAD, beberapa komponen seperti RAM dan VRAM memiliki peran penting dalam kinerja aplikasi, sehingga bobotnya diberikan lebih ...
	Tabel 5. Bobot Kriteria
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	Tampilan Halaman data laptop
	pengguna bisa menambah,mengedit, menghapus data laptop. Halaman ini juga berfungsi untuk melihat stok yang tersedia di toko dan juga untuk data alternatif dalam fitur rekomendasi laptop seperti dapat  dilihat pada gambar 4.
	Gambar 4. Halaman Data Laptop
	Tampilan Halaman bobot kriteria
	pengguna bisa menambahkan bobot kriteria berdasarkan jenis aplikasi yang nanti digunakan di perhitungan sistem rekomendasi seperti dapat dilihat pada gambar 5.
	Gambar 5 Halaman Bobot Kriteria
	Tampilan Halaman data aplikasi
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	Abstrak
	Website Badan Pusat Statistik (BPS) Kabupaten Kediri sebagai sumber data statistik menghadapi kendala seperti kesulitan pencarian data, tampilan fitur yang membingungkan, dan ketersediaan data yang belum optimal. Penelitian ini bertujuan menganalisis ...
	Kata kunci: kualitas layanan; E-GovQual; IPA
	1. Pendahuluan
	Badan Pusat Statistik (BPS) merupakan lembaga pemerintah non-kementerian yang berada di bawah koordinasi langsung Presiden Republik Indonesia. Pada awalnya, lembaga ini bernama Biro Pusat Statistik dan dibentuk berdasarkan UU Nomor 6 Tahun 1960 tent...
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	Website BPS Kabupaten Kediri digunakan oleh kalangan pemerintah, akademisi dan masyarakat umum yang membutuhkan data statistik lokal. Misalnya dari kalangan pemerintah, yaitu dinas kesehatan yang mencari data tentang angka kelahiran dan kematian di ...
	Namun, penggunaan website BPS Kabupaten Kediri menghadapi beberapa kendala yang dapat mempengaruhi kualitas layanannya. Beberapa pengguna mengeluhkan pencarian data yang harus sangat spesifik. Jika pencarian tidak dilakukan dengan ketelitian atau sp...
	Untuk mengukur dan meningkatkan kualitas layanan pada website BPS Kabupaten Kediri, penelitian ini menggunakan metode E-GovQual dan Importance Performance Analysis (IPA). Electronic Government Quality (E-GovQual) adalah metode yang digunakan untuk m...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1. Kualitas Layanan
	Menurut Kotler (2005: 153), kualitas layanan adalah sebuah model yang menjelaskan kondisi pelanggan berdasarkan harapan mereka terhadap layanan. Harapan ini dipengaruhi oleh pengalaman sebelumnya, rekomendasi dari orang lain, serta iklan, dengan mem...
	2.2. E-GovQual
	E-GovQual adalah sebuah kerangka dimensi yang dirancang untuk menilai kualitas layanan pada E-government atau website pemerintah [8]. Kerangka ini lahir dari berbagai penelitian yang mendalami aspek kualitas pelayanan di bidang E-government. E-GovQu...
	2.3. Importance Performance Analysis (IPA)
	Importance Performance Analysis (IPA) pertama kali dikembangkan oleh Martilla dan James pada tahun 1977 dengan tujuan untuk mengevaluasi hubungan antara persepsi konsumen dan tingkat prioritas perbaikan dalam rangka peningkatan kualitas produk maupu...
	3. Metode Penelitian
	3.1. Tahapan dan Pendekatan Penelitian
	Tahapan pada penelitian ini dimulai dengan mengidentifikasi masalah utama yang menjadi fokus penelitian dengan diikuti oleh penentuan tujuan yang ingin dicapai. Selanjutnya, dilakukan kajian literatur untuk memperoleh dasar teori dan metodologi yang ...
	3.2. Teknik Analisis Data
	a. Uji Validitas
	Uji validitas merupakan suatu proses untuk menentukan sejauh mana instrumen kuesioner mampu secara tepat mengukur apa yang dituju. Tujuan dari pengujian ini adalah untuk memastikan bahwa setiap butir pertanyaan dalam kuesioner selaras dengan tujuan p...
	b. Uji Reliabilitas
	Uji reliabilitas pada instrumen penelitian merupakan proses untuk mengukur konsistensi dan keandalan kueisioner yang digunakan dalam pengumpulan data. Suatu instrumen dikatakan reliabel apabila nilai Cronbach’s Alpha > 0,60. Jika instrumen dinyatakan...
	c. Paired Sample T-test / Uji T
	Uji-t berpasangan (paired t-test) adalah teknik statistik yang digunakan untuk menganalisis perbedaan rata-rata antara dua data yang berpasangan atau saling terkait. Uji ini dilakukan untuk membandingkan dua rata-rata yang berasal dari data yang sama...
	d. Analisis Kesesuaian
	Analisis kesesuaian merupakan analisis yang dilakukan dengan membandingkan antara nilai kinerja dan nilai harapan pengguna. Tujuan dari analisis ini adalah untuk mengukur sejauh mana layanan yang diberikan mampu memenuhi ekspektasi atau kebutuhan pen...
	e. Analisis Kesenjangan (gap)
	Analisis kesenjangan (gap) merupakan analisis yang digunakan untuk mengukur perbedaan antara kategori berdasarkan tingkat kinerja (performance) dan tingkat pentingnya (importance) [16]. Analisis ini dilakukan dengan menghitung rata-rata dari tingkat ...
	f. Analisis Kuadran IPA
	Analisis kuadran IPA adalah tahap berikutnya setelah menentukan dan menghitung nilai kesenjangan (gap) untuk setiap atribut penelitian. IPA berfungsi untuk memetakan posisi masing-masing indeks ke dalam empat area kuadran pada diagram, sehingga memba...
	4. Hasil dan Pembahasan
	Penyebaran kuesioner dilakukan secara daring kepada masyarakat yang pernah mengakses website BPS Kabupaten Kediri. Jumlah total responden yang telah mengisi kuesioner sebanyak 100 orang. Data dikumpulkan melalui kuesioner yang disebarkan kepada...
	4.1. Uji Validitas
	Berikut hasil uji validitas pada penelitian ini.
	Tabel 1. Uji Validitas
	Berdasarkan tabel 1 di atas, hasil analisis menunjukkan bahwa seluruh item memiliki nilai r hitung > r tabel yang berarti masing-masing item memiliki korelasi yang signifikan. Dengan demikian, seluruh item dinyatakan valid. Hal ini menunjukkan bahwa ...
	4.2. Uji Reliabilitas
	Berikut hasil uji reliabilitas pada penelitian ini.
	Tabel 2. Uji Reliabilitas
	Berdasarkan tabel 2, nilai cronbach’s alpha yang diperoleh baik untuk variabel kinerja maupun harapan berada di atas dari 0,60. Di mana cronbach’s alpha kinerja 0.912 dan cronbach’s alpha harapan 0.918. Dengan demikian, hasil ini menunjukkan bahwa se...
	4.3.  Paired Sample t-Test / Uji T
	Uji T pada penelitian ini bertujuan mengetahui adanya perbedaan signifikan atau tidaknya antara kinerja dan harapan pada website BPS Kabupaten Kediri. Hasil Paired Sample t-Test sebagai berikut.
	Gambar 1. Paired Sample t-Test
	Berdasarkan gambar 1 di atas, antara persepsi kinerja (Kinerja_X) dan harapan (Harapan_X) terhadap enam variabel. Seluruh nilai Sig. (2-tailed) menunjukkan angka < 0.05, yang berarti terdapat perbedaan signifikan antara kinerja dan harapan pada masin...
	4.4. Analisis Kesesuaian
	Analisis tingkat kesesuaian antara kinerja dan harapan pada penelitian ini digunakan untuk mengukur kesesuaian apakah kinerja website memenuhi harapan pengguna. Hasilnya sebagai berikut.
	Tabel 3. Analisis Kesesuaian
	Berdasarkan tabel 3, dapat disimpulkan bahwa rata-rata tingkat kesesuaian berada pada angka 95%. Nilai ini menunjukkan bahwa secara umum kinerja layanan yang diberikan telah mendekati harapan pengguna, namun nilai rata – rata yang didapat masih <100%...
	4.5.  Analisis Kesenjangan
	Berikut hasil analisis kesenjangan antara harapan dan kinerja pada penelitian ini.
	Tabel 4. Analisis Kesenjangan
	Pada tabel 4 menunjukkan perbandingan antara nilai kinerja dan harapan pada 6 variabel (X1 hingga X6) serta nilai gap yang merupakan selisih antara kinerja dan harapan. Seluruh nilai gap bernilai negatif, yang mengindikasikan bahwa persepsi pen...
	4.6. Analisis IPA
	Diagram IPA digunakan untuk mengevaluasi dan memprioritaskan elemen-elemen yang perlu perbaikan pada kualitas layanan website BPS Kabupaten Kediri berdasarkan dua faktor yaitu tingkat kinerja (performance) dan harapan (Importance).
	Lanjutan Tabel 3. Analisis Kesesuaian
	Gambar 2. Analisis kuadran IPA
	Berdasarkan gambar 4, berikut hasil analisisnya.
	a) Kuadran A (Proritas utama) merupakan indikator yang dianggap penting oleh pengguna, tetapi kualitas layanan yang diberikan oleh instansi belum memenuhi harapan tersebut. Namun, dalam penelitian ini tidak ditemukan indikator yang termasuk dalam kuad...
	b) Kuadran B (Pertahankan prestasi) merupakan indikator yang dianggap penting oleh pengguna dan pihak instansi sudah memberikan kualitas layanan yang sesuai harapan pengguna, sehingga kualitas layanan harus di pertahankan. Berikut ada 12 indikator yan...
	1) Indikator 3, yaitu mudah diingat URL (X1.3)
	2) Indikator 4, yaitu tidak berbagi informasi pribadi dengan orang lain (X2.1)
	3) Indikator 5, yaitu penggunaan data pribadi (X2.2)
	4) Indikator 6, yaitu menggunakan kembali informasi untuk memfasilitasi interaksi di masa depan (X3.1)
	5) Indikator 7, yaitu format respon yang memadai (X3.2)
	6) Indikator 8, yaitu mampu melakukan pelayanan yang dijanjikan secara akurat (X4.1)
	7) Indikator 9, yaitu kompatibilitas browser (X4.2)
	8) Indikator 12, yaitu ketepatan data (X5.2)
	9) Indikator 13, yaitu relevansi data (X5.3)
	10) Indikator 14, yaitu informasi terbaru (X5.4)
	11) Indikator 15, yaitu kemudahan memahami/menafsirkan data (X5.5)
	12) Indikator 17, yaitu ukuran halaman website (X5.7)
	c) Kuadran C (Prioritas Rendah) merupakan indikator yang dianggap tidak terlalu penting oleh pengguna dan instansi juga memberikan pelayanan dengan kualitas rendah, sehingga kualitas layanan ini menjadi prioritas rendah untuk dilakukan perbaikan. Mesk...
	1) Indikator 1, yaitu struktur situs website (X1.1)
	2) Indikator 2, yaitu fungsi pencarian yang disesuaikan (X1.2)
	3) Indikator 11, yaitu kelengkapan data (X5.1)
	4) Indikator 18, yaitu warna dan grafis (X5.8)
	5) Indikator 19, yaitu fasilitas pelacakan berita (X6.1)
	d) Kuadran D (Berlebihan) merupakan indikator yang dianggap kurang penting oleh pengguna, namun instansi memberikan pelayanan terbaik yang dianggap berlebihan. Berikut ada 3 indikator yang masuk ke dalam kuadran D
	1) Indikator 10, yaitu kecepatan loading (X4.3)
	2) Indikator 16, yaitu keterkaitan (X5.6)
	3) Indikator 20, yaitu detail kontak informasi (X6.2)
	4.7. Rekomendasi Perbaikan
	Dalam penelitian ini, pihak pengelola website BPS Kabupaten Kediri diharapkan dapat terus mengembangkan kualitas layanan agar sesuai dengan harapan pengguna. Atribut yang harus di perbaiki merupakan yang terdapat di kuadran A dan kuadran C [11]....
	a) Struktur Situs Website (X1.1)
	Gambar 3. Struktur situs website : (kiri) sebelum rekomendasi
	dan (kanan) sesudah rekomendasi
	Pada gambar 3 dapat disimpulkan bahwa menu utama sebaiknya disederhanakan dan difokuskan pada fitur yang paling dibutuhkan pengguna seperti data statistik, layanan dan publikasi. Fitur seperti "rencana terbit", "informasi publik", dan "produk" d...
	b) Fungsi Pencarian yang Disesuaikan (X1.2)
	Pada indicator ini disarankan untuk mengoptimalkan fitur pencarian dengan menerapkan teknologi NLP (Natural Language Processing) supaya sistem dapat memahami sinonim atau istilah populer yang digunakan pengguna dan menampilkan hasil pencarian y...
	c) Kelengkapan Data
	Gambar 5. Kelengkapan data : (kiri) sebelum rekomendasi
	dan (kanan) sesudah rekomendasi
	Merdasarkan gambar 5 menu kategori yang belum memiliki data sebaiknya tidak ditampilkan. Penyaringan otomatis dapat diterapkan untuk menyembunyikan kategori kosong, sehingga meningkatkan efektivitas tampilan dan kepercayaan pengguna terhadap k...
	d) Warna dan Grafis
	Gambar logo yang statis pada halaman infografis disarankan untuk diganti dengan cuplikan visual dari isi infografis yang bersangkutan. Hal ini akan membuat tampilan lebih informatif, menarik, dan memudahkan pengguna mengenali konten data.
	e) Fasilitas Pelacakan Berita
	Pada beranda website perlu penambahan menu khusus “Berita Kegiatan BPS” di bagian navigasi utama supaya pengguna dapat mengakses berita terbaru secara cepat tanpa harus menggulir halaman.
	5. Kesimpulan dan Saran
	5.1. Kesimpulan
	Berdasarkan temuan pada penelitian mengenai kualitas layanan pada website BPS Kabupaten Kediri, dapat disimpulkan bahwa secara umum kinerja website sudah mendekati harapan pengguna dengan tingkat kesesuaian rata-rata sebesar 95% dan terdapat ke...
	5.2. Saran
	Saran yang diajukan peneliti dari hasil penelitian kualitas layanan pada website BPS Kabupaten Kediri yaitu perlu dilakukan evaluasi pada indikator – indikator yang memiliki kualitas rendah. Hal tersebut perlu dilakukan agar website lebih efekti...
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	Abstrak
	Pemerintah Daerah Istimewa Yogyakarta membangun website visitingjogja untuk mempermudah wisatawan dan warga lokal Jogja dalam mencari informasi wisata. Website ini menyediakan berbagai informasi tentang destinasi, kuliner, event, info wisata, dan akom...
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	Setelah survei penelitian sebelumnya yaitu penelitian yang dilakukan untuk menilai tingkat penerimaan masyarakat terhadap aplikasi Antrian MPP Sidoarjo, penelitian tersebut hanya menggunakan atau mengacu pada empat variabel saja, yaitu performance exp...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1.  Website
	World  Wide  Website  merupakan  salah  satu  sumber daya internet yang berguna. [4]. Setiap dokumen yang terdapat pada situs web disebut sebagai halaman web. [5].
	2.2.  Evaluasi
	Secara umum, evaluasi adalah proses yang menyediakan informasi untuk mengukur seberapa baik suatu tugas telah diselesaikan [6]. Tujuan evaluasi adalah untuk menunjukkan tingkat pencapaian tugas dan berfungsi sebagai penilaian atas apa yang telah dilak...
	2.3.  Penerimaan Pengguna
	2.4.  Teori Unified Theory of Acceptance and Use of Technology (UTAUT)
	Metode ini dapat memahami pengalaman dan motivasi konsumen ketika merangkul sistem informasi atau teknologi. Salah satu keuntungan UTAUT dibandingkan model lain adalah dapat menjelaskan hingga 70% variasi dalam penerimaan pengguna.
	Gambar 1. Model UTAUT
	Gambar 1 memperlihatkan bahwa model UTAUT menggunakan empat variabel independen dan beberapa variabel dependen , yaitu Performance Expectancy, Effort Expectancy, Social Influence, dan Facilitating Conditions, behavioral intention dan use behavior
	.
	3. Metode Penelitian
	3.1. Alur Penelitian
	Gambar 2. Alur penelitian
	3.2. Pengumpulan Data
	Peneliti meninjau penelitian literatur sebelumnya serta mengumpulkan artikel serta skripsi yang relevan [11]. Metode pengumpulan data juga dilakukan melalui observasi, pemantauan guna memperoleh data yang relevan dengan objek penelitian [12]. Observas...
	3.3. Teknik Pengujian
	Berikut beberapa teknik pengujian dari penelitian ini, antara lain :
	Menurut Ghozali (2013), metode Cronbach's Alpha digunakan untuk menghitung koefisien reliabilitas. Suatu alat dinyatakan reliabel apabila koefisien Cronbach's Alpha yang dihasilkan diatas 0.60 [15].
	4. Hasil dan Pembahasan
	4.1. Hasil Analisa Data
	Uji Validitas Konvergen
	Gambar 3. Nilai loading factor
	Gambar 4. Average variant extracted
	Gambar 5. Cross loading
	Berdasarkan pada gambar 5 diatas, maka bisa dilihat bahwa terbukti nilai data dengan warna kuning mempunyai value outer loading yang lebih besar diantara nilai indikator variabel lainnya. Dengan demikian disimpulkan bahwa semua konstruk memiliki discr...
	4.2.  Pembahasan
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	Gambar 13. Hasil uji H3
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	Abstrak
	Penerapan SPK dalam proses seleksi penerima bantuan rumah layak huni sangat penting untuk meningkatkan akurasi, efisiensi, dan transparansi. Penelitian ini dilakukan dengan tujuan merancang sebuah sistem pendukung keputusan berbasis metode MOORA (Mult...
	Kata kunci: sistem pendukung keputusan, MOORA, rumah tidak layak huni
	1. Pendahuluan
	Perkembangan teknologi informasi yang pesat saat ini memberikan dampak besar dalam mendukung proses pengambilan keputusan di berbagai bidang. Luasnya penerapan teknologi dalam kehidupan sehari-hari mendorong manusia untuk mengembangkan solusi yang m...
	Tempat tinggal atau rumah merupakan salah satu kebutuhan dasar manusia, selain pakaian dan makanan. Sebagai kebutuhan yang esensial, rumah memiliki peran penting dalam menunjang keberlangsungan hidup dan kesejahteraan manusia[3]. Namun, tidak semua ...
	  Program Rutilahu salah satu bentuk bantuan sosial yang ditujukan kepada masyarakat kurang mampu yang menempati rumah dengan kondisi di bawah standar kelayakan. Di Desa Nambakan, Ringinrejo, Kabupaten Kediri, proses penyeleksian penerima bantuan ruma...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                     ISSN: 2715-9426
	  Untuk mengatasi permasalahan tersebut, diperlukan sebuah sistem pendukung keputusan yang mampu memproses data penduduk secara multikriteria dengan pendekatan yang objektif. SPK memungkinkan pengambil keputusan untuk menganalisis data dan mempertimba...
	  Adapun kontribusi dari penelitian ini adalah menghasilkan sistem berbasis web yang memanfaatkan metode MOORA sebagai alat bantu penentuan keputusan. Sistem ini menggunakan lima kriteria utama, yaitu status lansia, status janda/duda, kondisi rumah, p...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1. Rumah Layak Huni
	   Ketersediaan rumah layak huni menjadi aspek penting dalam pemenuhan kebutuhan dasar manusia karena memiliki dampak langsung terhadap taraf kehidupan seseorang. Kriteria rumah layak huni meliputi aspek fisik bangunan seperti kondisi atap, dinding, l...
	2.2. Sistem Pendukung Keputusan (SPK)
	   SPK adalah sistem komputerisasi yang berfungsi sebagai alat bantu dalam pengambilan keputusan pada kondisi yang tidak sepenuhnya terstruktur. Sistem ini tidak membuat keputusan secara langsung, melainkan menyediakan informasi dan analisis yang mend...
	2.3. Metode MOORA (Multi-Objective Optimization on the Basis of Ratio Analysis)
	   Pada tahun 2004, Brauers memperkenalkan metode MOORA sebagai teknik multiobjektif yang mampu memberikan solusi optimal terhadap persoalan pengambilan keputusan yang rumit, terutama yang berkaitan dengan bidang manufaktur.[10]. Metode ini memiliki t...
	a) Penyusunan matriks keputusan
	b) Normalisasi data
	c) Pembobotan berdasarkan kepentingan kriteria
	d) Perhitungan nilai optimasi (maksimalisasi dan minimalisasi)
	e) Perangkingan alternatif berdasarkan skor akhir
	  Metode MOORA telah banyak digunakan dalam penelitian terdahulu karena kesederhanaannya dan hasil yang stabil.
	2.4. Kerangka Konsep Penelitian
	  Penelitian ini dikembangkan dengan asumsi bahwa metode MOORA dapat memberikan solusi terhadap subjektivitas dalam proses seleksi penerima bantuan rumah layak huni. Sistem dikembangkan dengan lima kriteria utama: lansia, status janda/duda, kondisi ru...
	3. Metode Penelitian
	3.1. Jenis Penelitian
	  Penelitian ini merupakan penelitian rekayasa sistem dengan pendekatan kuantitatif. Fokus utamanya adalah merancang dan mengimplementasikan Sistem Pendukung Keputusan (SPK) berbasis metode MOORA untuk menyeleksi penerima bantuan rumah layak huni seca...
	3.2. Data dan nilai kriteria
	Data diperoleh dari pemerintah desa dan meliputi informasi calon penerima bantuan berdasarkan lima kriteria utama yang telah ditentukan bersama pihak terkait. Bobot masing-masing kriteria ditentukan berdasarkan tingkat kepentingannya, seperti dalam Ta...
	Tabel 1. Data dan Kriteria
	3.3. Tahapan Metode Moora
	Metode MOORA dikenal karena kemudahannya dalam penerapan serta fleksibilitasnya dalam proses seleksi dan pemberian bobot pada masing-masing kriteria dalam pengambilan keputusan [12].langkah-langkah metode ini sebagai berikut:
	a. Penyusunan Matriks Keputusan
	Menyusun nilai setiap alternatif terhadapa semua kriteria
	b. Normalisasi Matriks Keputusan
	Menormalisasi setiap nilai dengan rumus:
	c. Pembobotan
	Mengalikan nilai normalisasi dengan bobot masing masing kriteria
	d. Nilai Optimasi
	Menghitung selisih antara total benefit dan cost
	e. Perangkingan
	Alternatif dengan nilai ,𝑌-𝑗-∗. tertinggi diprioritaskan
	3.4. Desain Data Sistem
	Sistem pendukung keputusan ini dirancang menggunakan pendekatan terstruktur dengan alat bantu Data Flow Diagram level 0 (DFD). Diagram ini menggambarkan aliran data antara pengguna sistem dan proses-proses utama yang terjadi dalam sistem.
	Gambar 1. DFD
	3.5. Desain Basis Data
	Sistem pendukung keputusan ini dilakukan dengan menggunakan Entity Relationship Diagram (ERD). Entity Relationship Diagram (ERD) merupakan salah satu alat perancangan yang digunakan untuk memvisualisasikan struktur basis data serta menggambarka...
	Gambar 2. ERD
	4. Hasil dan Pembahasan
	4.1.  Hasil
	SPK dibangun untuk melakukan perangkingan calon penerima bantuan rumah layak huni berdasarkan lima kriteria utama: lansia, janda/duda, kondisi rumah, penghasilan, dan keikutsertaan dalam DTKS.
	Langkah pertama dalam metode MOORA adalah menyusun matriks keputusan dari data yang diperoleh. Contoh hasil input alternatif ditampilkan dalam Tabel 2.
	Tabel 1. Matriks Keputusan Alternatif
	Data pada tabel kemudian dinormalisasi, dibobot, dan dihitung nilai optimasinya. Hasil akhir diperoleh dari selisih total benefit dan cost, seperti ditampilkan dalam Tabel 3.
	Tabel 2. Hasil Normalisasi Terbobot dan Perangkingan
	Hasil tersebut menunjukkan bahwa A3 memiliki nilai preferensi tertinggi, yang berarti layak untuk diprioritaskan sebagai penerima bantuan rumah layak huni.
	4.2 Tampilan Sistem
	Sistem dibangun dalam bentuk aplikasi web yang memudahkan admin desa untuk mengelola data dan menjalankan perhitungan secara otomatis. Beberapa tampilan utama sistem ditampilkan berikut ini.
	4.2.1. login.
	digunakan untuk mengakses sistem dengan otorisasi admin.
	Gambar 1. Halaman Login Sistem
	4.2.2. Halaman Input Data Penduduk
	Admin dapat memasukkan data penduduk lengkap sesuai kriteria.
	Gambar 2. Halaman Input Penduduk
	4.2.3. Hasil Perhitungan dan Ranking MOORA
	Setelah proses hitung dijalankan, sistem menampilkan ranking berdasarkan nilai preferensi.
	Gambar 4. Halaman Hasil Perhitungan dan Rangking MOORA
	4.3. Pembahasan
	Hasil perhitungan metode MOORA menunjukkan bahwa sistem dapat memberikan hasil perangkingan dan terukur berdasarkan bobot dan nilai kriteria. Proses perhitungan yang sebelumnya dilakukan secara manual dan cenderung subjektif kini dapat dilakuk...
	Selain meningkatkan akurasi, sistem ini juga menghemat waktu dan memudahkan pemerintah desa dalam mengambil keputusan. Penggunaan aplikasi berbasis web memberikan aksesibilitas dan kemudahan pemeliharaan data secara digital.
	5 . Kesimpulan dan Saran
	5.1. Kesimpulan
	Berdasarkan hasil temuan dari penelitian serta implementasi sistem pendukung keputusan dalam proses seleksi penerima bantuan rumah layak huni yang menggunakan metode MOORA, diperoleh sejumlah kesimpulan yang mendukung efektivitas metode tersebut., d...
	1. Sistem SPK berhasil dibangun berbasis web dan mampu mengelola data penduduk, kriteria, dan hasil perhitungan secara efisien.
	2. Metode MOORA efektif digunakan dalam pengambilan keputusan multikriteria dengan mempertimbangkan lima kriteria utama, yaitu: lansia, janda/duda, kondisi rumah, penghasilan, dan DTKS.
	3. Proses normalisasi, pembobotan, dan perhitungan preferensi dalam metode MOORA menghasilkan perangkingan yang objektif dan dapat dipertanggungjawabkan.
	5.2. Saran
	Agar sistem pendukung keputusan ini dapat dikembangkan lebih lanjut dan memberikan manfaat yang lebih luas, beberapa hal perlu menjadi perhatian. Pengembangan sistem sebaiknya mencakup fitur pengujian fungsionalitas dan evaluasi dari sisi pengguna un...
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	Abstrak
	Penilaian kinerja aparatur desa merupakan aspek penting dalam meningkatkan efektivitas pemerintahan serta kualitas pelayanan publik. Namun, proses penilaian yang selama ini berjalan di Desa Bendoagung, Kecamatan Kampak, Kabupaten Trenggalek, masih ber...
	Kata kunci: Penilaian Kinerja, Sistem Pendukung Keputusan, Aparatur Desa, TOPSIS, Web.
	1. Pendahuluan
	Pemerintahan desa merupakan bagian penting dari sistem pemerintahan nasional yang berperan langsung dalam pelayanan publik dan pengelolaan kepentingan masyarakat di tingkat lokal[1]. Salah satu faktor penting dalam mendukung tercapainya pemerintahan d...
	Di Desa Bendoagung, Kecamatan Kampak, Kabupaten Trenggalek, proses penilaian kinerja aparatur selama ini masih bersifat manual dan subjektif, yang dapat menimbulkan ketidakpuasan dan ketimpangan dalam pengambilan keputusan. Tidak adanya tolak ukur yan...
	Tujuan dari penelitian ini adalah membangun sebuah sistem pendukung keputusan berbasis web yang dapat digunakan untuk menilai kinerja aparatur desa dengan menerapkan metode Technique for Order Preference by Similarity to Ideal Solution TOPSIS. Metode ...
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	Bagi pemerintah Desa Bendoagung, sistem ini dapat digunakan sebagai dasar pengambilan keputusan yang lebih tepat, seperti dalam pemberian penghargaan atau pelatihan. Sementara bagi aparatur, sistem yang adil dan transparan ini dapat mendorong peningka...
	2. Kajian Pustaka dan Pengembangan Hipotesis
	2.1.  Sistem Pendukung Keputusan
	Sistem Pendukung Keputusan (Decision Support System) ialah sistem berbasis komputer yang menyampaikan informasi dengan memanfaatkan pemodelan data guna memfasilitasi proses pengambilan keputusan[4]. Pemanfaatan sistem ini mendukung pengambil keputusan...
	2.2.  Metode TOPSIS
	TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution) adalah metode pengambilan keputusan multikriteria yang menilai alternatif berdasarkan kedekatannya dengan solusi ideal positif dan jaraknya dari solusi ideal negative[7]. Metod...
	2.3.  Visual Studio Code
	Visual Studio Code merupakan sebuah perangkat lunak penyunting kode sumber yang dikembangkan oleh Microsoft dan didesain untuk mendukung sistem operasi Windows, Linux, serta Mac OS. Perangkat ini memiliki karakteristik open source, yang berarti kode s...
	2.4.  PhpMyAdmin
	PHP, yang secara rekursif dikenal sebagai Hypertext Preprocessor, merupakan suatu bahasa pemrograman yang beroperasi di sisi peladen (server-side), dan telah menjadi salah satu instrumen utama dalam konstruksi aplikasi web yang bersifat dinamis. Bersi...
	3. Metode Penelitian
	3.1 Studi Pustaka
	Pengumpulan data dilakukan melalui literatur seperti buku, jurnal, dan artikel ilmiah untuk memahami konsep dasar terkait metode TOPSIS, sistem pendukung keputusan, dan indikator kinerja aparatur desa.
	3.2 Observasi
	Peneliti mengamati langsung aktivitas aparatur Desa Bendoagung untuk memperoleh gambaran nyata kondisi kerja yang menjadi dasar penentuan kriteria penilaian.
	3.3 Wawancara
	Dilakukan dengan Kepala Desa guna menggali informasi mengenai struktur organisasi dan rincian tugas aparatur, sebagai sumber informasi untuk mendukung penelitian.
	3.4 Kuisioner
	Kuesioner diberikan kepada Kepala Desa sebagai responden utama untuk mengumpulkan data kuantitatif terkait penilaian kinerja berdasarkan kriteria yang telah ditentukan.
	4. Hasil dan Pembahasan
	4.1 Data Flow Diagram (DFD)
	DFD Level 1 menggambarkan alur proses yang dilakukan oleh admin, mulai dari login, input data pengguna, kriteria dan bobot, hingga data alternatif. Selanjutnya, admin memberikan penilaian berdasarkan kriteria yang telah ditentukan. Sistem kemudian mem...
	Gambar 1. DFD Level 1
	4.2 Entity Relationship Diagram (ERD)
	Entity Relationship Diagram (ERD) menggambarkan struktur data dan relasi antar entitas dalam sistem, yaitu admin, kriteria, alternatif, penilaian, dan hasil. Admin mengelola data yang menjadi dasar pengambilan keputusan. Penilaian menghubungkan altern...
	Gambar 2. Diagram ERD
	4.3 Perhitungan Manual Microsoft Excel
	Langkah awal dalam proses perhitungan metode TOPSIS adalah mendefinisikan data alternatif. Dalam konteks penelitian ini, alternatif yang dimaksud adalah aparatur desa yang menjabat di berbagai posisi struktural di Desa Bendoagung.
	Tabel 1. Alternatif
	Kriteria penilaian dalam metode TOPSIS ditetapkan berdasarkan observasi dan wawancara dengan Kepala Desa Bendoagung. Lima kriteria yang digunakan meliputi: kehadiran (C1), kuantitas beban kerja (C2), kualitas pelayanan (C3), etika kerja (C4), dan tang...
	Tabel 2. Kriteria dan Bobot
	Setelah tahap penetapan kriteria beserta bobotnya selesai dilaksanakan, tahapan selanjutnya dalam mekanisme perhitungan menggunakan metode TOPSIS adalah merangkai representasi numerik dari setiap alternatif, dalam hal ini para aparatur desa, sesuai de...
	Tabel 3. Matriks Keputusan
	Langkah selanjutnya dalam proses perhitungan metode TOPSIS adalah membentuk matriks keputusan ternormalisasi. Tujuan dari normalisasi ini adalah untuk menyetarakan skala nilai dari berbagai kriteria yang memiliki satuan dan rentang yang berbeda, sehin...
	Tabel 4. Matriks Keputusan Ternormalisasi (r)
	Setelah memperoleh matriks keputusan ternormalisasi (r), langkah berikutnya dalam proses perhitungan metode TOPSIS adalah menghitung matriks keputusan ternormalisasi terbobot (y). Tahapan ini dilakukan dengan mengalikan setiap elemen pada matriks norm...
	Tabel 5. Matriks Keputusan Ternormalisasi Terbobot (y)
	Lanngkah keenam dalam metode TOPSIS adalah menentukan Solusi Ideal Positif (Y⁺) dan Negatif (Y⁻) dari matriks normalisasi terbobot. Y⁺ diambil dari nilai maksimum untuk kriteria benefit dan minimum untuk cost, sedangkan Y⁻ sebaliknya. Dalam penelitian...
	Tabel 6. Matriks Solusi Ideal Positif serta Negatif
	Tahapan ketujuh dalam rangkaian kalkulasi metode TOPSIS mencakup aktivitas pengukuran jarak geometris antara masing-masing alternatif dengan dua entitas konseptual, yakni solusi ideal positif dan solusi ideal negatif. Prosedur ini dilaksanakan guna me...
	Tabel 7. Jarak Nilai Setiap Alternatif
	Tahapan penutup dalam skema kalkulasi metode TOPSIS ialah perumusan nilai preferensi akhir, yang diperoleh melalui integrasi jarak relatif masing-masing alternatif terhadap dua kutub referensial, yakni solusi ideal positif dan solusi ideal negatif. Ha...
	Tabel 8. Nilai Preferensi dan Rangking
	4.4 Implementasi Sistem
	Pada laman autentikasi ini, pihak administrator menjalankan proses masuk ke dalam sistem melalui entri kredensial yang terdiri atas username dan password yang telah terkonfigurasi sebelumnya. Setelah parameter identitas dimasukkan secara tepat, langka...
	Gambar 3. Halaman Login
	Pada halaman utama sistem, admin dapat melihat jumlah data kriteria dan jumlah data alternatif. Selain itu admin dapat melihat beberapa item seperti data kriteria, data alternatif, data penilaian, data perhitungan, dan data hasil akhir.
	Gambar 4. Sistem Dashboard
	Tampilan data kriteria menampilkan lima kriteria utama, masing-masing dilengkapi tipe (cost/benefit) dan bobot yang telah ditentukan. Fitur sistem mencakup fungsi tambah, edit, hapus, serta pencarian dan pengaturan jumlah entri untuk memudahkan pengel...
	Gambar 5. Tampilan Data Kriteria
	Sistem memuat sembilan alternatif yang digunakan sebagai sampel, sesuai dengan perhitungan sebelumnya. Tampilan data alternatif dilengkapi fitur tambah, edit, hapus, serta fungsi pencarian dan pengaturan jumlah entri untuk memudahkan pengelolaan oleh ...
	Gambar 6. Tampilan Data Alternatif
	Pada tampilan data penilaian, admin memasukkan nilai kriteria untuk setiap alternatif berdasarkan hasil kuisioner dari Kepala Desa. Fitur tambahan seperti kontrol jumlah entri dan pencarian disediakan untuk memudahkan navigasi dan pengelolaan data.
	Gambar 7. Tampilan Data Penilaian
	Tampilan data perhitungan ini menampilkan matriks keputusan, matriks ternormalisasi, matriks ternormalisasi terbobot, solusi ideal positif dan negatif, jarak ideal positif dan negatif, kedekatan relatif terhadap solusi ideal (v). Sehingga mendapat has...
	Gambar 8. Tampilan Data Perhitungan
	Hasil akhir perhitungan metode TOPSIS menunjukkan Andik Prawito dan Ikko M. F. memperoleh nilai tertinggi, sehingga direkomendasikan untuk menerima penghargaan atau pelatihan lanjutan. Sistem ini memberikan penilaian yang objektif dan terukur, mendoro...
	Gambar 9. Tampilan Data Hasil Akhir
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Berdasarkan hasil pengujian dan implementasi yang telah dilakukan oleh peneliti, dapat disimpulkan bahwa :
	1. Sistem penilaian kinerja aparatur desa berhasil dikembangkan berbasis web menggunakan PHP dan MySQL, dengan fitur pengelolaan data, kriteria, alternatif, serta perhitungan otomatis.
	2. Metode TOPSIS diimplementasikan sesuai tahapan, menghasilkan perhitungan yang akurat dan konsisten dengan hasil manual menggunakan Excel.
	5.2 Saran
	Pengembangan sistem ke versi mobile berbasis Android direkomendasikan untuk meningkatkan fleksibilitas. Selain itu, penambahan fitur multi-level user dapat memperluas akses dan mendukung penggunaan sistem oleh berbagai pihak sesuai peran masing-masing.
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	Abstrak
	Kemajuan teknologi kecerdasan buatan (AI) telah membawa perubahan signifikan dalam keamanan data, memungkinkan deteksi dan respons terhadap ancaman siber yang lebih cepat dan akurat. Penelitian ini menganalisis peran AI dalam meningkatkan keamanan dat...
	Kata kunci: kecerdasan buatan, keamanan data, pembelajaran mesin, deteksi anomali, sistem keamanan siber.
	1. Pendahuluan
	Era digital telah mentransformasi berbagai aspek kehidupan manusia, menghasilkan pertumbuhan data yang eksponensial mencapai 2,5 quintiliun byte data setiap harinya secara global. Data telah menjadi aset strategis bagi individu, organisasi, dan negara...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                       ISSN: 2715-9426
	Teknologi AI dalam keamanan data tidak hanya berfungsi sebagai alat deteksi tetapi juga berperan dalam otomatisasi respons terhadap ancaman. Sistem keamanan berbasis AI dapat menganalisis dan memprioritaskan risiko, mengurangi false positives, dan mem...
	Evolusi ancaman siber modern yang memanfaatkan teknik-teknik canggih seperti serangan multi-vektor, Advanced Persistent Threats (APT), dan malware polimorfik, semakin mempersulit sistem keamanan konvensional untuk mengidentifikasi serangan baru atau v...
	2. Landasan Teori
	2.1  Definisi Kecerdasan Buatan dan Keamanan Data
	Kecerdasan buatan (Artificial Intelligence/AI) adalah cabang ilmu komputer yang mengembangkan sistem untuk melakukan tugas yang biasanya membutuhkan kecerdasan manusia. AI modern mencakup pembelajaran mesin (machine learning), pembelajaran mendalam (d...
	2.2  Teknologi AI yang Digunakan dalam Keamanan Siber
	Pembelajaran mesin dalam keamanan siber memungkinkan sistem belajar dari data untuk meningkatkan kinerja tanpa pemrograman eksplisit. Pendekatan umum meliputi pembelajaran terawasi (supervised learning) untuk klasifikasi aktivitas normal dan berbahaya...
	Orkestasi keamanan, otomatisasi, dan respons (SOAR) mengintegrasikan AI untuk mengotomatisasi proses respons insiden keamanan. SOAR menganalisis data dari berbagai sumber, mengidentifikasi ancaman, dan merekomendasikan tindakan, sehingga mengurangi wa...
	Analisis malware berbasis AI menggunakan pembelajaran mesin untuk menganalisis struktur biner, perilaku eksekusi, dan pola komunikasi jaringan guna mengidentifikasi malware baru dan varian yang belum terlihat sebelumnya (Ferrag et al., 2020). Sementar...
	Sistem deteksi intrusi jaringan (NIDS) berbasis AI memonitor traffic jaringan untuk mengidentifikasi aktivitas berbahaya, terutama serangan kompleks seperti APT. Manajemen kerentanan berbasis AI membantu organisasi mengelola volume kerentanan dengan m...
	3. Metode Penelitian
	Penelitian ini mengadopsi pendekatan systematic literature review (SLR) untuk menganalisis peran kecerdasan buatan dalam meningkatkan keamanan data di era digital. Metode SLR dipilih karena kemampuannya mengidentifikasi, mengevaluasi, dan menginterpre...
	Seleksi studi dilakukan dengan menerapkan kriteria inklusi dan eksklusi yang telah ditentukan. Kriteria inklusi mencakup studi primer tentang aplikasi AI untuk keamanan data, implementasi sistem keamanan berbasis AI, dan publikasi dalam jurnal peer-re...
	Untuk memperkaya analisis dan memvalidasi temuan, penelitian ini juga melakukan wawancara semi-terstruktur dengan pakar di bidang AI dan keamanan data, dipilih berdasarkan pengalaman implementasi, publikasi ilmiah, dan keterlibatan dalam pengembangan ...
	4. Hasil dan Pembahasan
	4.1  Bagaimana AI Membantu Mendeteksi Ancaman Siber Secara Real-Time
	Kecerdasan buatan (AI) telah merevolusi cara organisasi mendeteksi dan merespons ancaman keamanan siber. Teknologi ini menganalisis data dalam jumlah besar dengan kecepatan dan akurasi yang tidak mungkin dicapai manusia. AI berperan sebagai sistem per...
	4.2 Contoh Sistem Keamanan yang Menggunakan AI
	Firewall berbasis AI menjadi komponen penting dalam strategi keamanan siber modern. Berbeda dengan firewall tradisional yang bergantung pada aturan statis, firewall berbasis AI beradaptasi secara dinamis terhadap ancaman baru. Penelitian oleh (Simanju...
	4.3 Tantangan dan Kelemahan dalam Penggunaan AI untuk Keamanan Data
	Meskipun revolusioner, AI menghadapi berbagai tantangan dalam implementasi keamanan data. Keterbatasan akurasi model AI dapat menghasilkan false positives yang menyebabkan alert fatigue, atau false negatives yang membiarkan serangan tidak terdeteksi. ...
	Tantangan lain meliputi kebutuhan akan keterampilan khusus untuk mengembangkan dan memelihara sistem keamanan berbasis AI, biaya implementasi yang tinggi, dan keterbatasan data. Model AI memerlukan data berkualitas tinggi dalam jumlah besar untuk dila...
	5. Studi Kasus
	5.1 Serangan Siber terhadap Perusahaan Besar dan Peran AI dalam Mitigasi
	Serangan ransomware terhadap Colonial Pipeline pada Mei 2021 menunjukkan bagaimana serangan siber dapat melumpuhkan infrastruktur kritis. Colonial Pipeline, operator jaringan pipa bahan bakar terbesar di AS, terpaksa menghentikan operasinya setelah ja...
	Tabel 1. Perbandingan Pendekatan Keamanan Tradisional vs Berbasis AI dalam Konteks Serangan Ransomware
	Sumber: Diadaptasi dari data penelitian (Ansari et al., 2022)
	Kasus Colonial Pipeline menunjukkan bahwa bahkan organisasi besar dengan sumber daya substansial tetap rentan terhadap serangan siber. Menurut (Apruzzese et al., 2021), organisasi yang menerapkan solusi keamanan berbasis AI melaporkan pengurangan rata...
	5.2 Implementasi AI dalam Keamanan Data oleh Perusahaan Besar
	Google telah menjadi pionir dalam penerapan AI untuk keamanan cloud melalui layanan Chronicle yang menganalisis petabyte data keamanan untuk mengidentifikasi ancaman dengan kecepatan dan akurasi melebihi kapabilitas tim manusia. Keunggulan implementas...
	Tabel 2. Perbandingan Implementasi Teknologi AI dalam Keamanan Data oleh Google dan Microsoft
	Sumber: Diadaptasi dari data penelitian (Ferrag et al., 2020)
	Evaluasi implementasi AI dalam keamanan menunjukkan keberhasilan dalam mendeteksi ancaman yang sebelumnya tidak teridentifikasi, pengurangan waktu respons, dan penanganan volume data yang mustahil dianalisis manusia. Menurut (Ansari et al., 2022), tek...
	Perusahaan lain seperti AWS, IBM, dan Cisco juga mengembangkan solusi keamanan berbasis AI. Menurut (Rifai et al., 2024), pengeluaran global untuk solusi keamanan siber berbasis AI diperkirakan akan mencapai 133,8 miliar dolar pada 2025, naik dari 93,...
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	Abstrak
	Penelitian ini bertujuan untuk mengidentifikasi segmen pelanggan pada PT PQR yang merupakan sebuah perusahaan e-commerce. Tujuan utama dilakukan identifikasi segmen pelanggan karena mendukung strategi pemasaran dan peningkatan pengalaman pelanggan ses...
	Kata kunci: Segmentasi Pelanggan, Strategi Pemasaran, Analisis RFM, K-Means Clustering
	1. PENDAHULUAN
	Di era digital yang serba terkoneksi, industri e-commerce telah mengalami  perkembangan pesat dengan munculnya berbagai platform perdagangan elektronik. PT PQR sebagai salah satu perusahaan e-commerce yang maju menyadari bahwa pentingnya memahami peri...
	PT PQR dihadapkan pada tekanan besar untuk memberikan pengalaman yang personal dan relevan bagi pelanggan yang disasarkan, karena semakin banyaknya kompetitor di industri e-commerce. Meningkatkan retensi pelanggan dan memahami kebutuhan unik masing-ma...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                            ISSN: 2715-9426
	Penelitian dengan judul "Penerapan Data Mining Untuk Menentukan Segmentasi Pelanggan Dengan Menggunakan Algoritma K-Means dan Model RFM Pada E-Commerce." Penelitian ini membahas penerapan teknik Data Mining dalam analisis segmentasi pelanggan di indus...
	Berdasarkan latar belakang tersebut, penelitian ini bertujuan untuk menjawab beberapa pertanyaan kunci antara lain yaitu penerapan metode K-Means  dapat mengelompokkan pelanggan PT PQR ke dalam segmen-segmen homogen  berdasarkan perilaku pembelian mer...
	2. KAJIAN PUSTAKA DAN LANDASAN TEORI
	Berikut kajian pustaka dan landasaran teori yang relevan pada penelitian ini.
	2.1 Electronic Commerce (e-commerce)
	Electronic commerce (e-commerce) didefinisikan sebagai proses pembelian, penjualan, mentransfer atau bertukar produk, jasa atau informasi melalui jaringan komputer melalui Internet [4]. Sedangkan teori dari Kalakota dan  Whinston (1997) mendefinisikan...
	E-commerce secara umum mengacu pada segala jenis transaksi yang terkait  dengan kegiatan komersial, baik itu dilakukan oleh organisasi atau individu, yang bergantung pada pengolahan data transaksi yang telah diubah menjadi bentuk digital, mencakup tek...
	2.2 RFM Analysis
	RFM Analysis merupakan metode analisis yang digunakan untuk mengelompokkan dan mengevaluasi pelanggan berdasarkan tiga dimensi utama yaitu recency (kebaruan), frequency (frekuensi), dan monetary value (nilai moneter). Analisis RFM terdiri dari: Recenc...
	Dalam RFM Analysis, setiap dimensi (recency, frequency, monetary value) dinilai dan diberi skor. Skor ini dapat digunakan untuk mengelompokkan pelanggan ke dalam segmen-segmen yang berbeda, seperti pelanggan berkinerja tinggi, pelanggan yang potensial...
	2.3 K-Means Clustering
	K-means clustering merupakan metode analisis data yang digunakan untuk mengelompokkan sekumpulan data menjadi kelompok-kelompok yang homogen berdasarkan kesamaan atribut atau karakteristik tertentu [9]. Metode ini umumnya digunakan dalam analisis data...
	2.3 Segmentasi Pelanggan
	Segmentasi pelanggan merupakan proses membagi pelanggan menjadi beberapa kelompok sesuai dengan kebutuhan, perilaku, atau karakteristik yang sama. Hal ini menjadi strategi dasar dalam pemasaran dan bisnis yang melibatkan pembagian basis pelanggan yang...
	3. METODE
	Penelitian ini dilakukan dengan melewati lima tahap yang meliputi sebagai berikut:
	4. HASIL DAN PEMBAHASAN
	4.1 Hasil
	Dari analisis data yang dilakukan maka diperoleh hasil penelitian sebagai berikut.
	Gambar 1. Analisis order trend
	Hasil visualisasi diatas diperoleh informasi bahwa order trend dari matrik total GMV, total order, total revenue, dan total user terus mengalami peningkatan selama periode 2018 – 2020. Namun, terdapat penurunan pada bulan Februari selama 2 tahun bertu...
	Gambar 2. Analisis K-Means clustering dengan RFM
	Analisis K-Means Clustering dengan feature model menggunakan RFM (Recency, Frequency, dan Monetary) diperoleh tiga cluster untuk melakukan segmentasi customer. Ketiga cluster tersebut dilakukan deskriptif analisis yang dapat disimpulkan dengan 3 label...
	Gambar 3. Segmentasi customer RFM
	Hasil visualisasi diatas dapat dilihat bahwa jumlah order pada cluster low memiliki nilai tertinggi yaitu 35.019. Sedangkan cluster top dan medium tidak memiliki rentang nilai yang cukup jauh. Jika ditinjau dari model RFM dapat disimpulkan bahwa: clus...
	Gambar 4. Hasil cluster low
	Berdasarkan visualisasi diatas menunjukkan bahwa karakteristik yang dimiliki pada cluster low dengan kategori produk yang paling banyak diminati yaitu agriculture and food, kategori logistik menggunakan free ongkir lokal, dan didominasi paling banyak ...
	Gambar 5. Hasil cluster medium
	Berdasarkan visualisasi diatas menunjukkan bahwa karakteristik yang dimiliki pada cluster medium dengan kategori produk yang paling banyak diminati yaitu beauty, sport & fashion, kategori logistik menggunakan free ongkir lokal, dan didominasi paling b...
	Gambar 6. Hasil cluster top
	Berdasarkan visualisasi menunjukkan bahwa karakteristik yang dimiliki pada cluster top dengan kategori produk yang paling banyak diminati yaitu agriculture & food, kategori logistik menggunakan free ongkir lokal, dan didominasi paling banyak provinsi ...
	Gambar 7. Hasil order perfomance
	Hasil visualisasi order performance, jumlah persentase order yang mengalami refund sebesar 6.5%. Berdasarkan order refund, mengalami kerugian Rp.218.809.674. Meskipun persentase refund sebesar 6.5%, namun kerugian yang ditanggung cukup besar. Hal ini ...
	Gambar 8. Hasil order funneling
	Berdasarkan visualisasi order funneling, customer melakukan order yaitu sebesar 100%, hingga order telah diselesaikan atau tidak mengalami refund yaitu sebanyak 91,57%. Artinya tidak memiliki rentang yang cukup jauh dan selaras dengan jumlah refund se...
	4.2 Pembahasan
	Pada hasil analisis tren order dari tahun 2018 – 2020 terlihat adanya kenaikan positif dalam total GMV, jumlah order, revenue, serta jumlah pengguna. Tetapi, ada penyusutan signifikan yang tidak berubah-ubah pada bulan Februari sepanjang 2 tahun bertu...
	Perlakuan untuk menolong situasi menguasai sikap pelanggan secara lebih khusus melalui segmentasi dengan menggunakan algoritma K-Means dengan pendekatan model RFM (Recency, Frequency, Monetary). Segmentasi ini menciptakan 3 klaster utama: cluster top,...
	Analisis lanjutan terhadap masing-masing klaster menampilkan bahwa preferensi jenis produk, tata cara pembayaran, serta posisi geografis pelanggan memiliki sifat heterogen. Misalnya, cluster top didominasi oleh pelanggan dari Provinsi Banten dengan ke...
	Situasi lainnya para industri mengalami tantangan yang relatif berisiko dari tingginya nilai refund, walaupun secara persentase sebesar 6,5%. Perihal ini diakibatkan oleh ciri B2B marketplace yang mengaitkan nilai transaksi besar. Analisis order funne...
	5. KESIMPULAN DAN SARAN
	5.1 Kesimpulan
	Dari hasil penelitian dapat disimpulkan bahwa tren transaksi PT. PQR menampilkan kenaikan positif, tetapi masih ada momen penyusutan signifikan yang butuh diduga. Segmentasi pelanggan memakai K-Means serta model RFM sukses mengelompokkan pelanggan jad...
	5.2 Saran
	Adapun saran yang direkomendasikan diantaranya yaitu :
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	Abstrak
	Perkembangan teknologi informasi telah mendorong pemanfaatan kecerdasan buatan dalam berbagai aspek kehidupan, termasuk bidang kebugaran dan kesehatan. Penelitian ini bertujuan untuk mengembangkan sistem rekomendasi latihan fisik berdasarkan status In...
	Kata kunci: K-Nearest Neighbors, Body Mass Index, machine learning, latihan fisik, rekomendasi kesehatan
	1. Pendahuluan
	Perkembangan teknologi informasi telah memberikan dampak signifikan dalam berbagai aspek kehidupan, termasuk dalam bidang kesehatan dan kebugaran. Salah satu teknologi yang kini semakin populer adalah machine learning yang memungkinkan sistem untuk be...
	Indeks Massa Tubuh (BMI) merupakan parameter yang umum digunakan untuk mengklasifikasikan status berat badan seseorang berdasarkan tinggi dan berat badan. BMI seringkali digunakan sebagai indikator awal dalam menilai risiko kesehatan, terutama terkait...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                            ISSN: 2715-9426
	Salah satu algoritma yang sering digunakan dalam klasifikasi data kesehatan adalah K-Nearest Neighbors (KNN). Algoritma ini dikenal sederhana namun efektif dalam kasus klasifikasi, termasuk dalam penentuan kategori status gizi dan kondisi fisik [6][7]...
	Penelitian ini bertujuan untuk membangun sebuah sistem prediksi latihan fisik berdasarkan data BMI menggunakan algoritma KNN. Sistem ini diharapkan dapat membantu individu dalam menentukan jenis latihan yang paling sesuai dengan kondisi tubuhnya berda...
	2. Kajian Pustaka dan Pengembangan Hipotesis
	2.1 Indeks Massa Tubuh (BMI)
	Indeks Massa Tubuh (BMI) merupakan indikator antropometrik yang digunakan untuk menentukan status gizi seseorang berdasarkan perbandingan berat badan (kg) dengan tinggi badan (m²). Kategori BMI meliputi sangat kurus, kurus, normal, kelebihan berat bad...
	2.2 Latihan Fisik dan Aktivitas
	Latihan fisik yang sesuai dengan kategori BMI dapat membantu dalam meningkatkan kebugaran jasmani dan menurunkan risiko penyakit tidak menular. Hardwis dan Jajat menekankan pentingnya aktivitas fisik sebagai variabel kunci dalam memprediksi risiko obe...
	2.3 K-Nearest Neighbors (KNN)
	Algoritma K-Nearest Neighbors (KNN) merupakan salah satu metode klasifikasi non-parametrik yang bekerja dengan menghitung jarak antara data uji dan data latih, lalu menentukan kelas berdasarkan mayoritas dari K tetangga terdekat. KNN dinilai cukup aku...
	Beberapa penelitian telah membuktikan keefektifan KNN dalam domain kesehatan. Lestari dkk. menggunakan KNN untuk klasifikasi status gizi anak disabilitas dan mencapai akurasi yang lebih tinggi dibanding algoritma Naive Bayes [8]. Putra dkk. menggabung...
	2.4 Pengembangan Hipotesis
	Berdasarkan kajian pustaka di atas, maka hipotesis penelitian ini adalah:
	 H1: Algoritma K-Nearest Neighbors dapat mengklasifikasikan kategori BMI secara akurat dan memberikan rekomendasi latihan fisik (bulking, maintenance, cutting) yang sesuai.
	 H2: Penggunaan data BMI (jenis kelamin, tinggi badan, dan berat badan) sebagai input pada model KNN dapat menghasilkan akurasi klasifikasi di atas 90%.
	3. Metode Penelitian
	3.1 Jenis dan Metode Penelitian
	Penelitian ini termasuk dalam jenis penelitian terapan dengan pendekatan kuantitatif dan metode eksperimen komputasional. Tujuan utamanya adalah membangun model klasifikasi untuk menentukan kategori BMI dan memberikan rekomendasi latihan fisik yang se...
	3.2 Dataset dan Variabel
	Dataset yang digunakan merupakan data BMI yang terdiri dari 500 baris data dengan atribut: jenis kelamin (Gender), tinggi badan (Height dalam cm), berat badan (Weight dalam kg), dan indeks klasifikasi BMI (Index). Dataset ini berasal dari sumber terbu...
	Adapun atribut dan variabel yang digunakan dijelaskan pada Tabel 1:
	Tabel 3.1 Atribut dataset
	Tabel 3.2 Kategori BMI
	3.3 Pra-pemrosesan Data
	Tahapan pra-pemrosesan meliputi:
	 Parsing Data: Pemisahan data berbentuk string menjadi kolom-kolom terstruktur.
	 Konversi Tipe Data: Mengubah tinggi dan berat badan ke dalam tipe integer.
	 Encoding Variabel Kategorikal: Mengubah label jenis kelamin ke dalam format numerik (label encoding).
	 Pembagian Data: Dataset dibagi menjadi 80% data latih dan 20% data uji menggunakan teknik train-test split dari scikit-learn.
	3.4 Algoritma K-Nearest Neighbors (KNN)
	KNN bekerja dengan cara menghitung jarak antara data input dan data dalam pelatihan. Jarak dihitung menggunakan Euclidean distance, kemudian prediksi ditentukan berdasarkan mayoritas kelas dari K tetangga terdekat. Pada penelitian ini digunakan nilai ...
	3.5 Evaluasi Model
	Model dievaluasi menggunakan metrik:
	 Akurasi: Persentase prediksi yang benar terhadap total prediksi.
	 Precision, Recall, dan F1-Score: Digunakan untuk mengukur kinerja per kelas. Evaluasi dilakukan menggunakan classification report dari library scikit-learn.
	3.6 Implementasi Rekomendasi Latihan
	Setelah kategori BMI diprediksi, sistem akan memberikan rekomendasi latihan berdasarkan hasil klasifikasi:
	Tabel 3.3 Rekomendasi latihan
	4. Hasil dan Pembahasan
	4.1 Kinerja Model
	Model K-Nearest Neighbors (KNN) diuji menggunakan 20% data dari total dataset sebagai data uji. Hasil pengujian menunjukkan bahwa model mampu mengklasifikasikan status BMI dengan akurasi sebesar 92%. Selain itu, nilai precision dan recall untuk masing...
	Tabel 4.1 Metrik model
	Hasil ini sejalan dengan temuan penelitian sebelumnya, di mana KNN menunjukkan performa baik pada kasus klasifikasi status gizi atau berat badan [1][6][10].
	4.2 Visualisasi Hasil Klasifikasi
	Untuk memahami distribusi prediksi dan ketepatan model, dibuatlah visualisasi confusion matrix dan persebaran data berdasarkan kelas BMI. Grafik menunjukkan bahwa sebagian besar prediksi berada pada diagonal utama, yang menunjukkan bahwa model mampu ...
	Gambar 4.1  Confusion Matrix
	Gambar 4.2  Scatter Plot Tinggi vs Berat
	Gambar 4.3 F1 Score
	4.3 Simulasi Prediksi dan Rekomendasi
	Sistem juga menyediakan fitur input manual di mana pengguna dapat memasukkan data berupa jenis kelamin, tinggi, dan berat badan, lalu mendapatkan rekomendasi latihan berdasarkan hasil prediksi.
	Contoh Simulasi:
	 Input: Pria, 180 cm, 70 kg
	 Prediksi: Index = 2 (Normal)
	 Rekomendasi: Maintenance – Jaga pola makan & aktif bergerak
	Pendekatan ini tidak hanya mempermudah pengguna dalam memahami kondisi tubuhnya, tetapi juga memfasilitasi pengambilan keputusan mandiri berbasis data. Sistem ini dapat dijadikan prototipe awal untuk pengembangan aplikasi kebugaran yang lebih personal...
	4.4 Perbandingan dengan Penelitian Terkait
	Penelitian ini memperoleh akurasi 92%, lebih tinggi dari hasil yang diperoleh Lestari dkk. yang hanya mencapai 68% pada klasifikasi status gizi anak disabilitas [1]. Hal ini kemungkinan disebabkan oleh dataset yang lebih bersih dan variabel yang lebih...
	Aptana dkk. mencatat akurasi 96% dengan penerapan SMOTE-ENN pada klasifikasi BMI, menunjukkan bahwa penanganan ketidakseimbangan data dapat mendorong peningkatan performa lebih lanjut [10].
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Penelitian ini telah berhasil membangun sebuah sistem klasifikasi kategori BMI dan rekomendasi latihan fisik berbasis algoritma K-Nearest Neighbors (KNN). Dengan menggunakan data BMI yang mencakup atribut jenis kelamin, tinggi badan, dan berat badan, ...
	Setelah klasifikasi dilakukan, sistem memberikan rekomendasi latihan fisik berupa bulking, maintenance, atau cutting berdasarkan hasil klasifikasi. Hal ini menunjukkan bahwa metode K-Nearest Neighbors (KNN) efektif digunakan dalam membangun sistem ber...
	5.2 Saran
	Untuk pengembangan lebih lanjut, disarankan:
	 Menggunakan dataset yang lebih besar dan bervariasi untuk meningkatkan akurasi model.
	 Menerapkan metode resampling seperti SMOTE untuk mengatasi ketidakseimbangan kelas.
	 Mengembangkan sistem ke dalam bentuk aplikasi berbasis web atau mobile untuk meningkatkan aksesibilitas pengguna.
	 Menambahkan fitur pelacakan progres pengguna secara berkala.
	Penelitian ini juga dapat diperluas dengan membandingkan performa K-Nearest Neighbors (KNN) dengan algoritma lain seperti Random Forest, SVM, atau Artificial Neural Network untuk mendapatkan pendekatan terbaik dalam klasifikasi data kesehatan.
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	Abstrak
	Identifikasi jenis bunga secara otomatis  merupakan hal yang penting untuk mendukung kegiatan di bidang botani, pendidikan, dan teknologi informasi. Penelitian ini bertujuan untuk mengklasifikasikan jenis bunga menggunakan algoritma K-Nearest Neighbor...
	Kata kunci:  K-Nearest Neighbor, klasifikasi bunga, machine learning, Python, dataset Kaggle
	1. Pendahuluan
	Perkembangan teknologi saat ini sangat membantu manusia dalam melakukan berbagai pekerjaan dengan lebih cepat dan efisien. Salah satu perkembangan yang banyak digunakan adalah kecerdasan buatan atau meachine learning, yang dapat membantu proses penga...
	Bunga memiliki berbagai macam jenis dengan karakteristik fisik yang hampir mirip, seperti tinggi tanaman, bentuk, warna, dan jumlah kelompok. Karena kemiripan tersebut, pengelompokan secara manual dapat menjadi sulit dan tidak akurat. Oleh karena itu,...
	Penelitian ini menggunakn algoritma K-Nearest Neighbor (KNN) karena metodenya mudah dipahami dan tidak membutuhkan proses pelatihan model yang kompleks. KNN bekerja dengan mencari kemiripan data baru terhadap data yang sudah ada berdasarkan jarak terd...
	Selain itu, identifikasi jenis bunga secara otomatis juga memiliki manfaat praktis dalam berbagai bidang, seperti pertanian, konservasi tumbuhan, serta industri florikultura. Dalam dunia pertanian, kemampuan untuk menganalisa spesies bunga dengan cepa...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                            ISSN: 2715-9426
	Kemajuan teknologi komputer seperti Python dan pustaka-pustaka machine learning yang mudah diakses oleh publilk juga turut mendorong minat mahasiswa dan peneliti dalam mengembangakan sistem klasifikasi berbasis data. Dengan memanfaatkan algoritma yang...
	Tujuan dari penelitian ini adalah untuk mengetahui seberapa baik algoritma KNN dapat digunakan dalam mengidentifikasi jenis bunga berdasarkan fitur numerik sederhana. Penelitian ini diharapkan dapat menjadi referensi dalam pengembangan sistem klasifik...
	2. Kajian Pustaka dan pengembangan hipotesis
	Kajian pustaka membahas tentang teori dan penelitian terdahulu yang berkaitan dengan topik penelitian yang menjadi landasan logis dalam mengembangkan hipotesis penelitian termasuk kerangka konsep penelitian.
	Kajian Pustaka ini membahas beberapa teori dan hasil penelitian terdahulu yang berkaitan dengan penerapan algoritma K-Nearest Neighbor (KNN) untuk klasifikasi data, khusunya dalam konteks identifikasi jenis bunga. Tujuan bagian ini adalah untuk member...
	2.1. Artificial Intelligence dan Machine Learning
	Kecerdasan buatan atau Artificial Intellligence (AI) merupakan bidang teknologi yang memungkinkan komputer atau sistem digital untuk melakukan tugas-tugas yang biasanya memerlukan kecerdasan manusia, seperti mengenali pola, mengambil kepuutusan , dan ...
	Dalam machine learning, terdapat algoritma bernama K-Nearest Neighbor (KNN). Algoritma ini termasuk ke dalam supervised learning dan diginakan untuk klasifikasi maupun regresi. Prinsip kerja KNN cukup sederhana, yaitu dengan menghitung jarak antara da...
	2.2. Penelitian Terdahulu tentang Klasifikasi Bunga
	Penggunaaan KNN dalam klasifikasi bunga sudah pernah dilakukan oleh bebrapa peneliti. Farokhan(2020) misalnya, menggunakn KNN untuk klasifikasi bunga berdasarkan warnadengan hasil akurasi yang cukup tinggi[1]. Dalam penelitianna , fitru warna RGB digu...
	Penelitian lain oleh Rahman et al. (2024)  mengklasifikasikan bunga iris menggunakan algoritma KNN pada platform RapidMiner. Penelitian ini menekankan pentingnya preprocessing dan pemilihan fitur, karena hal tersebut sangat memengaruhi hasil akurasi m...
	Sementara itu, Sari dan Wulanningrum (2021) mengembangkan sistem klasifikasi untuk bunga anggrek berdasarkan fitur bentuk dan warna. Hasilnya menunjukkan bahwa kombinasi fitur yang relevan bisa meningkatkan kinerja KNN secara signifikan[2]. Ketiga pen...
	Penelitian -penelitian tersebut menunjukkan bahwa kinerja algoritma KNN sangat bergantung pada kualitas fitur yang digunakn. Fitur numerik seperti tinggi tanaman, masa hidup, dan jumlah kelopak yang digunakan dalam penelitian ini secara teori memiliki...
	Kelebihan KNN terletak pada sifatnya yang non-parametrik dan fleksibel terhadap berbagai jenis data, baik linier maupun nonlinier. Dalam penelitian Rahman et al., meskipun platform yang digunakan berbeda (RapidMiner), hasil yang didapat menunjukkan ba...
	Selain itu, KNN juga banyak digunakan dalam dunia pendidikan karena kesederhanaannya. Mahasiswa atau peneliti pemula dalam bidang machine learning dapat menggunakan KNN sebagai algoritma dasar untuk memahami konsep klasifikasi berbagai jarak. Dengan h...
	2.3. Dataset dan Fitur Penelitian
	Dalam penelitian ini, data diambil dari situs kaggle yang berisi informasi tentang berbagai jenis bunga. Data tersebut terdiri dari beberapa fitur numerik seperti tinggi tanaman, masa hidup, dan jumlah kelopak. Fitur-fitur ini dipilih karena mudah dip...
	Penggunaan data numerik seperti ini dianggap sesuai dengan karakteristik algoritma KNN, yang bekerja lebih baik saat fitur memiliki nilai kuantitatif dan dapat dihitung jaraj nya secara matematis. Selain itu, penggunaan Python sebagai alat bantu anali...
	2.4. Pengembangan Hipotesis
	Berdasarkan hasil penelitian terdahulu dan pendekatan metode yang digunaka, maka peneliti enyusu hipotesis sebagai berikut :
	Hipotesis Nol (H0) : Algoritma K-Nearest Neighbor (KNN) tidak dapat mengklasifikasikan jenis bunga secra akurat berdasarkan fitur numerik.
	Hipotesis Alternatif (H1) : Algoritma K-Nearest Neighbor (KNN) dapat mengklasifikasikan jenis bunga secara akurat berdasarkan fitur numerik.
	3. Metode Penelitian
	Metode penelitian ini menjelaskan tahapan yang dilakukan dalam mengembangkan sistem klasifikasi jenis bunga menggunakan algoritma K-Nearest Neighbor (KNN). Penelitian ni bersifat terapan karena langsung menerapkan konsep machine learning terhadap kasu...
	3.
	3.1.  Jenis dan Pendekatan Penelitian
	Jenis penelitian yang digunakanadalah penelitian terapan (applied research) dengan pendekatan kuantitatif. Penelitian ini bertujuan untuk mengimplementasikan algoritma machine learning dalam menyelesaikan kasus klasifikasi berbasis data numerik. Pende...
	Penelitian kuantitatif juga memungkinkan penggunaan alat bantu berupa perangka lunak seperti Python, untuk mempercepat pengelolaan dan analisis data. Hasil ini sejalan dengan tujuan utama penelitian, yaitu untuk menyusun sistem klasifikasi sederhana n...
	3.2.  Sumber dan Jenis Data
	Data yang digunakan dalam penelitian ini bersumber dari situs publik Kaggle. Daset tersebut berisi informais tentang berbagai jenis bunga dan karakteristik fisiknya. Adapun fitur yang digunaka dalam penelitian ini terdiri dari :
	 Tinggi tanaman (dalam cm)
	 Masa hidup (dalam bulan)
	 Jumlah kelopak (rata-sarat per bunga)
	Semua fitur yang digunkan merupakan data numerik agar sesuai dengan katakteristik algoritma KNN yang mengandalkan perhitungan jarak antar titik data.
	3.3.  Alat dan Bahasa Pemrograman
	Peneliritian ini menggunakan bahasa pemrograman Python karena memiliki pustaka lengkap untuk pengelolan data dan penerapan algoritma machine learning. Beberapa pustaka yang digunkan anatara lain :
	 Pandas →untuk membaca dan mengolah data
	 Scikit-learn →untuk mengimplementasikan algoritma KNN
	 Matplotlib dan seaborn →untuk visualisasi data dan hasil klasifikasi
	Seluruh proses dijalankan dalam lingkungan pengembangan Visual Studi Code (VS Code) dengan dukungan Jupyter Extension untuk notebook Python.
	3.4.  Langkah-langkah Penelitian
	Prose Penelitian dilakukan melalui tahapan sebagai berikut:
	a. Pengumpulan data
	Mengunduh dataset bunga dari kaggle dan memastikan data lengkap serta siap untuk diproses.
	b. Preprocessing Data
	Pada tahap ini dilakukan pembersihan data seperti pengisian data kosong (Jika ada), normalisasi nilai numerik, dan pemilihan fitur yang akan digunakan.
	c. Pemisahan Data
	Data dibagi menjadi dua bagian, yaitu data latih (training data) sebesar 70% dan data uji (testing data) sebesar 30%. Pembagian
	d. Pelatihan dan Pengujian Model
	Algoritma KNN diterapkan pada data latih dan diuji menggunkan data uji. Pengujian dilakukan dengan berbagai nilai K untuk performa terbaik.
	e. Evaluasi Model
	Akurasi klasifikasi dihitung dengan membandingkan prediksi model terhadap nilai label aktual. Selain itu, digunkan metrik evaluasi seperti confusion matrix. Hasil evaluasi digunakan sebagai dasar dalam menyimpulkan efektivitas algoritma.
	f. Visualisasi Hasil
	Hasil klasifikasi divisualisasikan untuk mempermudah pemahaman dan analisis. Selain itu, output klasifikasi juga ditampilkan dalam bentuk Python untuk menampikan laporan metrik klasifikasi lengkap.
	4. Hasil dan Pembahasan
	4.1. Hasil Pengujian Model
	Penelitian ini menerapkan algoritma K-Nearest Neighbor (KNN) untuk mengklasifikasikan jenis bunga berdasarkan tiga fitur numerik: tinggi tanaman (dalam cm), masa hidup (dalam tahun), dan jumlah kelopak rata-rata. Ketiga fitur ini diperoleh melalui pro...
	Label yang digunakan untuk klasifikasi adalah kategori tinggi tanaman yang dibagi menjadi tiga kelas, yaitu:
	≤ 50 cm: Kategori “Rendah”
	51-100 cm: Kategori “Sedang”
	100 cm: Kategori “Tinggi”
	Dataset terdiri dari 38 entri dan dibagi menjadi data latih (70%) dan data uji (30%). Seluruh fitur numerik dinormalisasi menggunakan metode Z-Score melalui StandardScaler agar semua fitur berada dalam skala yang seragam, karena KNN sangat dipengaruhi...
	Model KNN dilatih dengan nilai K = 3. Berdasarkan hasil pengujian menggunakan data uji, diperoleh akurasi sebesar 84,21%. Hasil ini menunjukkan bahwa model mampu mengenali pola pada data numerik sedrhana dengan cukup baik.
	Tabel 1. Ringkasan Evaluasi Kinerja Model
	Confusion matrix hasil klasifikasi ditampilkan pada Gambar 1.Dari visualisasi tersebut, terlihat bahwa Sebagian besar data berhasil diklasifikasikan secara benar, khusunya pada kelas “Rendah” dan “Tinggi”. Terdapat sedikit kesalahan klasifikasi pada k...
	
	Gambar 1. Confusion Matrix Hasil Klasifikasi Kategori Tinggi Tanaman
	Selain confusion matrix, analisis presisi dan recall juga dapat dilakukan untuk memiliki kemampuan model pada masing-masing kelas. Namun dalam lingkup penelitian ini, fokus utama ditekankan pad akurasi keseluruhan karena klasifikasi hanya melibatkan t...
	4.2. Analisis Performa Model
	Berdasarkan hasil klasifikasi, dapat disimpulkan bahwa model KNN cukup efektif dalam memproses data numerik bunga. Tingkat akurasi sebesar 84,21% termasuk tinggi untuk dataset kecil dan jumlah fitur yang terbatas. Keberhasilan klasifikasi terutama ter...
	Performa model yang cukup baik ini dapat dikaitkan dengan beberapa faktor, antara lain:
	 Data telah dinormalisasi dengan baik sehingga jarak antar fitur lebih proporsional
	 Label klasifikasi (kategori tinggi tanaman) memiliki pola numerik yang logis
	 Jumlah kelas tidak terlalu banyak sehingga meminimalkan ambiguitas klasifikasi
	Namun demikian, terdapat beberapa keterbatasan yang mempengaruhi hasil pengujian:
	 Jumlah data yang digunakan masih relatif kecil (38 baris)
	 Distribusi data pada masing-masing kategori belum sepenuhnya merata
	 Fitur yang digunakan masih terbatas pada tiga atribut fisik dasar
	Dengan memperluas jumlah data dan menambahkan fitur yang lebih representative (misalnya warna, iklim tumbuh, atau musim berbunga), performa model KNN dapat ditingkatkan lebih lanjut. Selain itu, eksplorasi terhadap nilai K yang lebih bervariasi dapat ...
	Jika diamati lebih dalam , kesalahan klasifikasi yang terjadi umumnya bersifat minor dan tidak menyimpang jauh dari kelas sebenarnya. Hal ini menunjukkan bahwa meskipun data terbatas, fitur yang digunakan sudah cukup representatif. Normalisasi data ju...
	Penelitian ini juga menguatkan bahwa KNN dapat ditetapkan secara efisien dalam kasus klasifikasi sederhana, khusunya ketika jumlah fitur terbatas namun informatif. Pendekatan berbasis jarak ini bekerja optimal ketika dimensi fitur tidak terlalu tinggi...
	Selain itu, waktu pemrosesan yang cepat dan tidak adanya tahapan pelatihan model yang kompleks menjadikan KNN sebagai pilihan yang efisien untuk tugas klasifikais awal. Dengan menggunakan pustaka Python seperti Scikit-learn, proses evaluasi dan visual...
	4.3. Kesesuaian dengan Hipotesis
	Penelitian ini diawali dengan hipotesis bahwa algoritma K-Nearest Neighbor (KNN) dapat digunakan untuk melakukan klasifikasi jenis bunga berdasarkan fitur numerik. Berdasarkan hasil pengujian yang menunjukkan akurasi sebesar 84,21%, maka hipotesis alt...
	Hipotesis Nol (H0): KNN tidak dapat mengklasifikasikan jenis bunga secara akurat → DITOLAK
	Hipotesis Alternatif (H1): KNN dapat mengklasifikasikan jenis bunga secara akurat → DITERIMA
	Dengan demikian, algoritma KNN terbukti dapat digunakan secara efektif dalam klasifikasi awal data bunga, khususnya bila menggunakan fitur numerik yang telah diproses dengan baik dan dilabelu secara logis.
	Kesesuaian antara hasil klasifikasi dan hipotesis yang diajukan menunjukkan bahwa pendekatan kuantitatif berbasis meachine learning dapat diterapkan secara nyata untuk menyelesaikan permasalahan klasifikasi sederhana di sunia nyata. Penerapan algoritm...
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Penelitian ini bertujuan untuk menguji efektivitas algoritma K-Nearest Neighbor (KNN) dalam mengklasifikasikan jenis bunga berdasarkan fitur numerik, yaitu tinggi tanaman, masa hidup, dan jumlah kelopak. Dataset yang digunakan berasal dari situs Kaggl...
	Klasifikasi dilakukan terhadap tiga kategori tinggi tanaman: Rendah, Sedang, dan Tinggi. Hasil pengujian menunjukkan bahwa algoritma KNN dengan nilai K = 3 mampu melakukan klasifikasi dengan akurasi sebesar 84,21%. Berdasarkan hasil tersebut, dapat di...
	Dengan demikian, hipotesis alternatif (H1) yang menyatakan bahwa algoritma KNN dapat mengklasifikasikan jenis bunga berdasarkan fitur numerik secara akurat dapat diterima, sedangkan hipotesis nol (H0) ditolak.
	5.2 Saran
	Berdasarkan hasil dan keterbatasan yang ditemukan dalam penelitian ini, penulis menyampaikan beberapa saran sebagai berikut:
	Dengan adanya saran tersebut, diharapkan penelitian ini dapat menjadi dasar dan referensi bagi pengembangan system klasifikasi bunga maupun penerapan machine learning pada data numerik sederhana di bidang lainnya.
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	Abstrak
	Penelitian ini bertujuan untuk membandingkan performa lima algoritma klasifikasi machine learning, yaitu Naive Bayes dan Random Forest, dalam mendeteksi kanker paru-paru berdasarkan data gejala klinis pasien. Data penelitian diperoleh dari dataset ter...
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	1. Pendahuluan
	Indonesia saat ini sedang menghadapi tantangan besar di sektor kesehatan akibat melonjaknya prevalensi penyakit tidak menular (PTM). PTM, yang juga dikenal sebagai penyakit degeneratif, menjadi isu utama kesehatan masyarakat pada abad ke-21 karena t...
	Perkembangan teknologi membawa dampak yang signifikan dalam berbagai bidang termasuk bidang kesehatan. Konsep kecerdasan buatan yang meniru kecerdasan manusia untuk memecahkan berbagai masalah adalah machine learning. Cara kerja machine learning ada...
	Machine learning bagian dari kecerdasan buatan dimana algoritma dan metode tertentu digunakan untuk memprediksi, mengenala pola, dan mengklasifikasi. Analisis data yang dilakukan dikenal sebagai klasifikasi untuk membantu memprediksi label kelas man...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                            ISSN: 2715-9426
	Berbagai studi sebelumnya yang relevan dijadikan rujukan dalam penelitian ini karena membahas penerapan algoritma klasifikasi Naive Bayes dan Random Forest. Penelitian pertama membahas pengaruh data tidak seimbang terhadap performa model klasifikasi p...
	Berdasarkan studi penelitian sebelumnya dapat disimpulkan bahwa dengan teknologi yang semakin berkembang, machine learning diharapkan dapat memberikan hasil yang optimal serta dapat diandalkan sebagai solusi dari permasalahan penelitian ini. Hal terse...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1. Naive Bayes
	Naive Bayes adalah salah satu teknik klasifikasi yang didasarkan dari Teorema Bayes yang dikombinasikan dengan Naive yang berarti bahwa setiap atribut atau variabel bersifat independen [9]. Untuk menyelesaikan kasus pembelajaran terbimbing, dimana te...
	P(H | X) = ,𝑃,𝑋 .𝐻) 𝑃(𝐻)-𝑃,𝑋.. . . . . . . . . . . . . .  (2.1)
	Rumus teorema Naive Bayes :
	X : Data dengan kelas yang belum diketahui
	H : Hipotesis data X merupakan suatu class spesifik
	P(H|X) : Probabilitas hipotesis H berdasarkan  kondisi x (posteriori prob.)
	P(H) : Probabilitas hipotesis H (prior prob.)
	P(X|H) : Probabilitas X berdasarkan kondisi tersebut
	P(X) : Probabilitas dari X [12].
	2.2. Random Forest
	Random Forest Regression / RF merupakan metode klasifikasi berbasis ensemble method yang menggunakan beberapa Decision Tree dengan karakteristik yang berbeda-beda. Metode ensemble sendiri terdiri dari beberapa model berbeda yang dilatih untuk menyeles...
	F(x) = ,1-𝐽.,𝑗-𝐽-=1 ℎ.j(x) . . . . . . . .  (2.2)
	Keterangan :
	F(x) : output dari Random Forest
	J : jumlah pohon dalam ensemble
	hj(x) : output dari pohon ke – (j).
	2.3. Classificication report dan confusion matrix
	Confusion Matrix dimanfaatkan untuk menilai performa atau tingkat ketepatan dari proses klasifikasi. Parameter recall, precision, dan accuracy digunakan untuk mengukur kualitas hasil klasifikasi. Recall menggambarkan rasio keberhasilan identifikasi po...
	accuracy  :  ,𝑇𝑃+𝑇𝑁-𝑇𝑜𝑡𝑎𝑙. . . . . . . . (2.3)
	precision  :  ,𝑇𝑃-𝑇𝑃+𝐹𝑃. . . . . . . . (2.4)
	recall  :  ,𝑇𝑃-𝑇𝑃+𝐹𝑁. . . . . . . . . . .(2.5)
	Tabel 2.1 Confusion Matrix
	Keterangan :
	TP (True Positive) : data positif yang diprediksi data positif
	FP (False Positif) : data negatif tetapi diprediksi sebagai data positif
	FN (False Negatif) : data positif tetapi diprediksi sebagai data negatif
	TN  (True Negative) : data negatif yang diprediksi data negative
	3. Metode Penelitian
	Tahap awal dalam penelitian ini adalah mengidentifikasi permasalahan berdasarkan Gambar 3.1 dibawah ini :
	Gambar 3.1. Metode penelitian
	Proses dimulai dengan Data Selection atau mengumpulkan data yang diperoleh berupa data medis pasien kanker paru-paru dari platform Kaggle. Setelah itu melakukan Data Prepocecing atau pra-pemrosesan data meliputi cek missing value atau cek data yang hi...
	4. Hasil dan Pembahasan
	4.1. Data Selection
	Pada tahap ini, peneliti memilih dan mengumpulkan data yang akan digunakan untuk proses pelatihan dan pengujian model pembelajaran mesin. Dataset yang digunakan dalam penelitian ini berasal dari situs berbasis komunitas Kaggle, yang menyediakan berbag...
	4.2. Data Prepocecing
	Langkah awal pada tahap pra-pemrosesan adalah melakukan pemeriksaan terhadap nilai yang hilang (missing value). Berdasarkan hasil analisis awal, tidak ditemukan adanya nilai kosong dalam dataset yang digunakan, sehingga proses imputasi atau pengisian ...
	Gambar 4.1 Duplikat data
	Tahap selanjutnya adalah labeling atau penanda khusus pada setiap data untuk menunjukkan kategori atau kelas dari data tersebut. Kolom LUNG_CANCER dipilih sebagai label karena proses labeling ini digunakan untuk menandai apakah seseorang dalam dataset...
	Gambar 4.2 Split data
	Dataset kemudian difilter agar hanya memuat fitur-fitur pada gambar 4.2, termasuk variabel target lung cancer. Selanjutnya, data dibagi menjadi dua bagian menggunakan fungsi train_test_split dari pustaka Scikit-Learn, dengan proporsi 80% sebagai data ...
	4.3. Transformation
	Dalam konteks penelitian ini, transformasi difokuskan pada pengolahan variabel kategorikal yang masih berbentuk string atau teks. Dua fitur dalam dataset yang digunakan masih memiliki nilai berupa teks, yaitu kolom GENDER yang berisi nilai “MALE” dan ...
	4.4. Data Mining
	Pada tahap ini, data yang telah diproses melalui proses seleksi, pra-pemrosesan, dan transformasi kemudian dianalisis menggunakan algoritma pembelajaran mesin untuk melakukan klasifikasi. Dalam penelitian ini, lima algoritma klasifikasi yang biasa dig...
	Gambar 4.1. Naive Bayes
	Untuk membangun model probabilistik pada gambar 4.1, library yang digunakan mencakup GaussianNB dari modul sklearn.naive_bayes. Pada bagian utama kode, konstruktor GaussianNB() digunakan untuk membuat objek model nb_model, yang menganggap bahwa setiap...
	Gambar 4.2. Random Forest
	Pada Gambar 4.2 dilakukan impor berbagai modul yang dibutuhkan, termasuk RandomForestClassifier dari sklearn.ensemble, serta fungsi evaluasi dan visualisasi. Model Random Forest dibuat dengan parameter n_estimators=100, yang berarti model akan menggun...
	4.5. Evaluation
	Setelah melakukan tahap prepocecing dan data mining, tahap evaluasi dilakukan untuk mengukur seberapa baik algoritma dalam mengklasifikasikan data. Proses evaluasi dilakukan dengan membandingkan hasil prediksi masing-masing model dengan data uji. Ini ...
	Tabel 2.1 Evaluation
	untuk memberikan informasi lebih detail tentang performa model dalam hal presisi, recall, dan F1-score untuk masing-masing kelas dan untuk confusion matrix divisualisasikan dalam bentuk heatmap yaitu matiks berwarna menggunakan fungsi sns.heatmap sepe...
	Gambar 4.3 Confusion matrix
	Berdasarkan confusion matrix model Naive Bayes pada gambar 4.3, model berhasil mengklasifikasikan 121 data “No Cancer” dan 96 data “Cancer” secara benar. Terdapat 8 kesalahan prediksi positif palsu (False Positive) dan 7 negatif palsu (False Negative)...
	5. Kesimpulan dan Saran
	Berdasarkan hasil penelitian yang telah dilakukan mengenai deteksi dini kanker paru-paru menggunakan metode klasifikasi berbasis machine learning, dapat disimpulkan bahwa kedua algoritma klasifikasi yang digunakan menunjukkan kinerja yang baik dalam m...
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	Abstrak
	Analisis sentimen menjadi pendekatan penting dalam memahami opini pengguna terhadap suatu produk digital, termasuk aplikasi mobile banking. Penelitian ini bertujuan untuk mengklasifikasikan sentimen ulasan pengguna terhadap aplikasi Livin’ by Mandiri ...
	Kata kunci: analisis sentimen, TF-IDF, stratified balancing, Mechine Learning, confution matrix
	1. Pendahuluan
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	2. Kajian Pustaka dan pengembangan hipotesis
	Berikut ini merupakan kajian pustaka dan landasan teori dalam penelitian ini :
	2.1. Analisa Sentimen
	2.2.  Machine Learning
	2.6.  Pemobotan TF-IDF
	2.7. SVM
	2.8. Naive Bayes
	2.9. Logistic Regression

	𝐀𝐤𝐮𝐫𝐚𝐬𝐢=,𝑇𝑃+𝑇𝑁-𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁. (2)
	𝐏𝐫𝐞𝐬𝐢𝐬𝐢=,𝑇𝑃-𝑇𝑃+𝐹𝑃. (3)
	𝑹𝒆𝒄𝒂𝒍𝒍=,𝑇𝑃-𝑇𝑃+𝐹𝑁. (4)
	𝑭𝟏 𝒔𝒄𝒐𝒓𝒆=12×,𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙-𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙. (5)
	3. Metode Penelitian
	Pada Penelitian ini penulis menggunakan jenis gabungan antara kuantitatif dan kualitatif. Menggunakan jenis kuatitatif karena menggunakan angka, statistik, dan algoritma untuk mengolah data dan menghasilkan hasil akurasi. Dan menggunakan Kualitatif ka...
	Proses pengumpulan data menggunakan Teknik Scraping yang dilakukan dengan menggunakan Google Collab dan bahasa pemrograman Phyton. Pengumpulan data ini bertujuan untuk mendapatkan representasi opini publik yang aktual dan autentik terhadap kinerja ser...
	Gambar 2. Data Hasil Scrapping
	4. Hasil dan Pembahasan
	4.1. Hasil
	Pada baian ini, fokus menampilkan hasil evaluasi dari ketiga algoritma Mechine Learning yang digunakan untuk analisis sentimen ulasan aplikasi Livin by’ Mandiri menggunakan yang berupa akurasi, presisi, recall, fi-score.
	Tabel 1. Confution Matrix Ketiga Algoritma
	Berdasarkan data, terlihat bahwa SVM akurasi mencapai 82%, menunjukkan kinerja terbaik di antara ketiga pengklasifikasi. Secara khusus, metode ini mencapai Akurasi dan skor F1-score sebesar 83%, yang secara efektif mengidentifikasi makalah yang dihasi...
	4.2. Pembahasan
	Untuk memberikan pemahaman yang lebih jelas mengenai data yang digunakan dalam penelitian ini, disajikan contoh data hasil akhir yang telah diproses. Berikut ini adalah cuplikan dari data hasil akhir yang telah melalui proses preprocessing dan pelabel...
	Tabel 2. Dataset  asli dan Labeling
	Pada penelitian ini, dataset hasil scrapping sebanyak 148500 data, dan dihitung mengguanakan Stratified balancing data dan Metode slovin sebanyak 1925 data random ulasan pengguna Aplikasi Livin by Mandiri pada Google Playstore.
	Hasil evaluasi performa dari ketiga algoritma machine learning yang digunakan, yaitu Multinomial Logistic Regression, Support Vector Machine (SVM), dan Naive Bayes. Evaluasi dilakukan dengan menggunakan confusion matrix, yang menggambarkan kemampuan ...
	Tabel 4. Classification Report Logistic Regression
	Tabel 5. Classification Report Naive Bayes
	Berdasarkan hasil eksperimen dalam penelitian ini, di antara tiga model yang diuji Logisitc Regression, SVM, dan Naive Bayes (NB). Dan model SVM menunjukkan performa terbaik dalam mendeteksi teks yang hasil Scrapping.
	Hasil confusion matrix dari tiga algoritma SVM, Logistic Regression, dan Naive Bayes menunjukkan bahwa ketiganya memiliki performa berbeda terhadap masing-masing kelas (negative, neutral, dan positive). SVM tampil unggul dalam mengenali kelas positive...
	5. Kesimpulan dan Saran
	5.1.  Kesimpulan
	Berdasarkan hasil penelitian, analisis sentimen terhadap ulasan pengguna aplikasi Livin’ by Mandiri menggunakan TF-IDF dan pembagian data stratified balancing berbasis Metode Slovin menghasilkan model klasifikasi yang seimbang dan akurat yang berjumla...
	5.2.  Saran
	Penelitian selanjutnya disarankan untuk menggunakan pendekatan representasi fitur yang lebih kompleks, guna meningkatkan akurasi model. Dan hasil analisis ini dapat dimanfaatkan oleh pengembang aplikasi sebagai dasar pengambilan keputusan dalam mening...
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	Abstrak
	Penelitian ini bertujuan untuk merancang dan membangun sistem informasi presensi kehadiran siswa berbasis website yang terintegrasi dengan teknologi GPS dan WhatsApp API di SMP Negeri 1 Kertosono. Sistem ini dikembangkan menggunakan metode Waterfall d...
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	2. Kajian Pustaka Dan Landasan Teori
	2.1 Sistem Informasi
	Sistem informasi adalah sejumlah komponen (manusia, komputer, dan teknologi informasi, dan prosedur kerja), ada sesuatu proses (data menjadi suatu informasi), dan dimaksudkan untuk mencapai suatu sasaran atau tujuan [14].
	2.2 Perancangan
	Rancangan sistem Informasi adalah merancang atau membuat sistem baru yang diterapkan untuk mengatasi masalah yang lama. Perancangan sistem dapat diartikan sebagai tahap setelah analisis dari sirklus pengembangan sistem, pendefinisian dari kebutuhan ke...
	2.3 Web
	Secara umum, website atau web adalah sekumpulan halaman yang terdiri dari beberapa laman dan berisi tentang insormasi dalam bentuk digital baik itu tulisan (teks), gambar animasi yang disediakan melalui internet sehingga dapat diakses oleh banyak oran...
	2.4 Chatbot
	Chatbot adalah program komputer yang dirancang untuk mensimulasikan percakapan interaktif dengan pengguna melalui teks, suara, atau visual. Respon chatbot berasal dari database yang telah diprogram. Dengan kemampuannya menyimpan informasi, memberikan ...
	Dalam perancangan aplikasi absensi berbasis android dengan metode waterfall, terdapat beberapa penelitian terdahulu. Berikut dibawah ini merupakan tinjauan pustaka yang menjelaskan hasil dari penelitian terkait perancangan aplikasi absensi berbasis an...
	Berbagai penelitian telah dilakukan untuk mengembangkan sistem chatbot ini untuk meningkatkan efektivitas dalam proses belajar. Viktor Handrianus Pranatawijaya Kelvin Wijaya , Abertun Sagit merancang sistem bot untuk pengumuman di Universitas Palngkar...
	3.Metode Penelitian
	4. Hasil dan Pembahasan
	Berikut ini adalah penggambaran desain sistem mulai dari Usecase Diagram dan juga Activity Diagram:
	4.1 Use Case Diagram
	Secara garis manggambarkan, interaksi secara system, system eksternal dan pengguna, dengan kata lain usecase diagram secara grafis mendeskripsikan siapa yang akan menggunakan system dan dalam cara apa pengguna (user) mengharapkan interaksi dengan syst...
	Gambar 2. Use Case Diagram
	4.2 Activity Diagram
	Activity diagram adalah menggambarkan interaksi antar diagram yang objek dan mengindikasikan komunikasi diantara objek–objek tersebut.Diagram ini juga menunjukkan serangkaian pesan yang dipertukarkan oleh objek-objek yang melakukan suatu tugas atau ak...
	Gambar 3. Activity Diagram
	4.3 Implementasi
	Pada tahapan ini dilakukan pembuatan sistem sesuai dengan perancangan sistem yang telah dibuat, memutuskan fitur dan fungsionalitas lain yang dibutuhkan oleh sistem. Pembuatan interface atau tampilan antarmuka[18]. Berikut ini adalah gambaran dari ant...
	1. Halaman Login Siswa
	Gambar 4. Halaman Login
	2. Halaman Utama Website
	Gambar 5. Halaman Utama Website
	3. Halaman Tampilan Melakukan Absen
	Gambar 6. Tampilan Scan Wajah
	4. Halaman Tampilan Absen Berhasil
	Gambar 7. Pemberitahuan Absen Berhasil
	5. Tampilan Chatbot Informasi Kehadiran
	Gambar 8. Tampilan chatbot
	6. Halaman Laporan Absensi Siswa
	Gambar 9. History Absen
	4.4.  Pengujian Sistem
	Tabel 1. Pengujian Blackbox Testing
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Implementasi sistem absensi berbasis website yang terintegrasi dengan GPS dan notifikasi WhatsApp telah terbukti meningkatkan efisiensi, akurasi, dan transparansi dalam pencatatan kehadiran siswa di SMPN 1 Kertosono. Sistem ini memudahkan pemantauan k...
	5.2 Saran
	Saran untuk penelitian selanjutnya diharapkan komunikasi antara pihak sekolah dan pengembang tetap terjalin dengan baik agar jika terjadi kendala teknis, dapat segera ditangani. Selain itu, sistem ini masih memiliki ruang untuk penyempurnaan, seperti ...
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	Abstrak
	Cloud computing telah merevolusi cara perusahaan mengelola sistem informasi mereka dengan menyediakan fleksibilitas, skalabilitas, serta efisiensi biaya yang lebih baik dibandingkan model infrastruktur tradisional. Penelitian ini menganalisis peran cl...
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	1. Pendahuluan
	Era digital saat ini telah membawa perubahan signifikan dalam cara perusahaan mengelola sistem informasi mereka. Transformasi digital menjadi kebutuhan mendasar bagi organisasi untuk tetap kompetitif dalam lanskap bisnis yang terus berevolusi. Cloud c...
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	Adopsi cloud computing telah meningkat eksponensial di berbagai sektor industri. International Data Corporation (IDC) mengungkapkan bahwa belanja global untuk layanan cloud publik mencapai $312 miliar pada tahun 2020 dan diproyeksikan tumbuh dengan CA...
	Meskipun manfaat cloud computing sangat signifikan, adopsinya tidak tanpa tantangan. Studi Muhammad H. Raza, Adenola, Nafarieh, & Robertson mengidentifikasi bahwa 67% perusahaan masih mengkhawatirkan aspek keamanan dan privasi data sebagai faktor utam...
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	2.1. Cloud Computing: Konsep dan Evolusi
	Cloud computing telah mengalami evolusi signifikan sejak diperkenalkan sebagai konsep komputasi berbasis jaringan. Pada dasarnya, cloud computing merujuk pada pengiriman layanan komputasi—termasuk server, penyimpanan, database, jaringan, perangkat lun...
	Dalam konteks model deployment, cloud computing dapat diimplementasikan sebagai public cloud, private cloud, hybrid cloud, atau multi-cloud. Public cloud dioperasikan oleh penyedia layanan cloud pihak ketiga dan tersedia untuk umum; private cloud...
	2.2. Efisiensi Operasional dan Pengurangan Biaya
	Salah satu manfaat utama cloud computing adalah kemampuannya meningkatkan efisiensi operasional dan mengurangi biaya TI. Melalui model pay-as-you-go, perusahaan mengoptimalkan pengeluaran dengan hanya membayar sumber daya yang digunakan. Penelitian Ri...
	2.3. Kolaborasi, Mobilitas, dan Aksesibilitas
	Cloud computing telah mendorong transformasi dalam cara tim berkolaborasi dan mengakses sumber daya perusahaan. Dengan memindahkan aplikasi dan data ke cloud, perusahaan dapat memfasilitasi akses yang mulus dari berbagai lokasi dan perangkat, mendukun...
	2.4. Keamanan, Kepatuhan, dan Manajemen Risiko
	Meskipun keamanan sering dikutip sebagai kekhawatiran dalam adopsi cloud, penelitian terbaru menunjukkan bahwa platform cloud modern seringkali menawarkan tingkat keamanan yang lebih tinggi dibandingkan infrastruktur on-premise tradisional. Penyedia l...
	2.5. Integrasi dengan Teknologi Transformatif
	Salah satu keunggulan signifikan cloud computing adalah kemampuannya mengakselerasi adopsi teknologi transformatif seperti kecerdasan buatan (AI), Internet of Things (IoT), dan analitik big data. Cloud menyediakan infrastruktur skalabel dan ekonomis u...
	2.6. Pengembangan Hipotesis
	Berdasarkan kajian pustaka komprehensif yang telah diuraikan, beberapa hipotesis dapat dirumuskan mengenai peran cloud computing dalam meningkatkan efisiensi sistem informasi di perusahaan:
	 Hipotesis 1 (H1): Implementasi cloud computing secara positif mempengaruhi efisiensi operasional perusahaan melalui pengurangan biaya infrastruktur TI dan optimalisasi sumber daya. Hipotesis ini didukung dengan pengurangan signifikan dalam total bia...
	 Hipotesis 2 (H2): Adopsi cloud computing meningkatkan fleksibilitas dan skalabilitas sistem informasi perusahaan, memungkinkan respons yang lebih cepat terhadap perubahan kebutuhan bisnis. Hipotesis ini didukung dengan kemampuan perusahaan yang meng...
	 Hipotesis 3 (H3): Cloud computing meningkatkan kolaborasi dan mobilitas dalam perusahaan, menyebabkan produktivitas karyawan yang lebih tinggi dan respons pelanggan yang lebih cepat. Hipotesis ini didasarkan dari dampak positif solusi kolaborasi ber...
	 Hipotesis 4 (H4): Implementasi cloud computing yang tepat meningkatkan keamanan dan kepatuhan sistem informasi perusahaan. Meskipun keamanan sering dikutip sebagai kekhawatiran dalam adopsi cloud, platform cloud modern dengan implementasi praktik ke...
	 Hipotesis 5 (H5): Integrasi cloud computing dengan teknologi transformatif lainnya (AI, IoT, analitik big data) menghasilkan efisiensi dan inovasi yang lebih besar dalam sistem informasi perusahaan. Hipotesis ini didukung dengan sinergi antara cloud...
	Kelima hipotesis ini membentuk kerangka konseptual untuk memahami bagaimana cloud computing mempengaruhi efisiensi sistem informasi di perusahaan. Hipotesis-hipotesis ini tidak hanya berfokus pada aspek teknologi dari cloud computing tetapi juga ...
	3. Metode Penelitian
	3.1 Pendekatan dan Desain Penelitian
	Penelitian ini menggunakan pendekatan kualitatif dengan metode studi pustaka (library research) untuk menganalisis peran cloud computing dalam meningkatkan efisiensi sistem informasi perusahaan. Pendekatan kualitatif dipilih karena kemampuannya member...
	3.2 Data dan Teknik Pengumpulan Data
	Data bersumber dari literatur ilmiah, laporan industri, dan studi kasus dengan kriteria inklusi: (1) diterbitkan tahun 2020-2024; (2) berkaitan langsung dengan cloud computing dan sistem informasi perusahaan; (3) dipublikasikan dalam jurnal peer-revie...
	3.3 Model Penelitian
	Model penelitian mengadaptasi Technology-Organization-Environment (TOE) Framework dengan tiga dimensi utama: (1) Dimensi Teknologi meliputi karakteristik teknologi cloud, kompleksitas, kompatibilitas, keamanan, dan performa; (2) Dimensi Organisasi men...
	3.4 Definisi Operasional Variabel
	Variabel utama didefinisikan sebagai berikut: Karakteristik Teknologi Cloud (atribut teknis model layanan dan deployment), Kompleksitas Teknologi (tingkat kesulitan implementasi), Keamanan dan Privasi Data (kemampuan perlindungan informasi), Dukungan ...
	3.5 Metode Analisis Data
	Analisis menggunakan pendekatan analisis konten kualitatif sistematis melalui tahapan: (1) Penyaringan dan seleksi literatur berdasarkan relevansi; (2) Pengembangan kerangka koding semi-terbuka; (3) Proses koding sistematis menggunakan kerangka yang d...
	3.6 Pertimbangan Etis
	Meskipun menggunakan metodologi studi pustaka tanpa partisipan manusia langsung, pertimbangan etis tetap diterapkan melalui penghormatan hak kekayaan intelektual dengan sitasi tepat semua sumber. Transparansi metodologi dijaga untuk memastikan reprodu...
	3.7 Validitas dan Reliabilitas
	Validitas internal diperkuat melalui triangulasi sumber data dari berbagai literatur akademik, industri, dan studi kasus. Dependability dijaga melalui dokumentasi transparan proses pengumpulan dan analisis data. Credibility diperkuat melalui engagemen...
	3.8 Batasan Penelitian
	Penelitian memiliki keterbatasan sebagai studi pustaka yang bergantung pada data sekunder tanpa observasi langsung. Fokus temporal 2020-2024 mungkin mengecualikan wawasan dari studi longitudinal sebelumnya. Analisis umum tanpa fokus mendalam pada sekt...
	4. Hasil dan Pembahasan
	4.1 Hasil Penelitian
	Cloud computing semakin diakui sebagai teknologi utama yang meningkatkan efisiensi dalam pengelolaan sistem informasi di perusahaan. Hasil analisis dari berbagai studi pustaka yang dikumpulkan menunjukkan bahwa penerapan cloud computing memiliki dampa...
	Fleksibilitas dan skalabilitas juga menjadi keuntungan utama dari penggunaan cloud computing. Studi kasus yang dilakukan oleh Ali Raza  menggambarkan bagaimana perusahaan e-commerce dapat menyesuaikan kapasitas komputasi mereka hingga 400% selama peri...
	Di sisi lain, cloud computing juga meningkatkan kolaborasi dan mobilitas antar tim. Penelitian oleh Robertson, Botha, Walker, Wordsworth, & Balzarova  mengungkapkan bahwa perusahaan yang telah mengimplementasikan solusi cloud sebelum pandemi COVID-19 ...
	4.2 Pembahasan
	Selain itu, aspek keberlanjutan lingkungan juga menjadi pertimbangan penting dalam adopsi cloud computing. Migrasi ke cloud dapat mengurangi emisi karbon hingga 59% dibandingkan dengan model data center on-premise . Dalam konteks ini, cloud computing ...
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	Abstrak
	Perkembangan teknologi informasi di bidang keamanan biometrik telah mendorong penggunaan sidik jari sebagai salah satu cara otentikasi yang efektif dan efisien [1]. Sidik jari memiliki keunikan dan kestabilan seumur hidup yang menjadikannya ideal untu...
	Kata kunci: biometrik, sidik jari, decision tree, pengenalan citra, SOCOFing
	1. Pendahuluan
	Di tengah pesatnya perkembangan teknologi digital, kebutuhan akan sistem keamanan yang handal menjadi semakin krusial. Salah satu pendekatan yang semakin banyak dikembangkan adalah autentikasi biometrik, yakni metode yang mengandalkan karakteristik bi...
	Sekarang teknologi pengenalan sidik jari telah diterapkan pada berbagai hal, misalnya pada sistem absensi karyawan, pengamanan perangkat genggam, bahkan dalam forensik. Pengolahan citra sidik jari secara digital tidak bisa begitu saja, karena di dalam...
	Dalam penelitian ini, digunakan algoritma Decision Tree karena kemampuannya dalam membangun model klasifikasi yang mudah dimengerti. DT menjadi pilihan populer berkat struktur modelnya yang menyerupai pohon, yang mudah divisualisasikan serta diinterpr...
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	Dataset yang digunakan dalam studi ini adalah SOCOFing (Sokoto Coventry Fingerprint Dataset), yaitu dataset biometrik publik yang dirancang untuk keperluan penelitian. Dataset ini mencakup ribuan citra sidik jari dari 600 individu, lengkap dengan labe...
	2. Kajian Pustaka
	2.1. Decision Tree (DT)
	Decision Tree (DT) adalah suatu algoritma klasifikasi yang diterapkan secara luas dalam pembelajaran mesin karena kecerdasan serta kesederhanaannya. DT menerbangkan model dalam struktur pohon di mana setiap nod interior melakukan pemeriksaan pada satu...
	Kualitas utama dari DT terletak pada kemampuan untuk melakukan pemisahan data hierarkis berdasarkan atribut paling informatif menggunakan indikator seperti information gain, Gini Index, atau entropy. Hal ini karena hal tersebut membuat DT sangat sesua...
	Selain itu, DT juga relatif kuat dalam menghadapi data yang berisi outlier dan noise toleran dengan skala terbatas. Struktur pohon yang dihasilkan dari proses pelatihan juga relatif mudah divisualisasikan, karena itu mempermudah interpretasi oleh peng...
	Meskipun demikian, DT juga memiliki beberapa kelemahan. Salah satu kelemahannya terutama adalah predisposisi untuk overfitting jika struktur pohon terlalu dalam. Sebab itu, proses pemangkasan (pruning) kerap dilakukan untuk mengurangi kompleksitas mod...
	2.2. Local Binary Pattern (LBP)
	Local Binary Pattern (LBP) adalah algoritma ekstraksi fitur tekstur berbasis dan populer karena efisiensinya. Algoritma ini luas digunakan pada citra processing, antara lain pengenalan wajah, deteksi objek, dan sistem biometrik [3][5]. Konsep kerjanya...
	Salah satu kelebihan LBP utama adalah kemampuan LBP untuk mendeteksi pola-pola mikro seperti tepi, sudut, dan permukaan datar—faktor yang sangat kritis dalam citra biometrik seperti sidik jari. Kelebihannya yang lain adalah sifat invarian terhadap pen...
	LBP juga terkenal cukup efisien dalam hal komputasi, karena hanya memerlukan operasi sederhana seperti perbandingan dan pembuatan histogram. Ini membuat LBP cocok digunakan pada aplikasi waktu nyata atau perangkat dengan keterbatasan daya sumber. Berd...
	2.3.  Dataset SOCOFing
	SOCOFing (Sokoto Coventry Fingerprint Dataset) adalah salah satu dataset terbuka yang banyak digunakan dalam penelitian pengenalan sidik jari. Dataset ini dikembangkan oleh M. A. Yousif dan koleganya pada tahun 2018 [1]. SOCOFing berisi lebih dari 6.0...
	Keterbedaannya dari dataset ini adalah dilakukannya versi citra yang telah dimanipulasi di luar data asli (Real). Dataset memberikan tiga level tingkat kesulitan manipulasi: Easy, Medium, dan Hard, yang mencakup simulasi gangguan berupa noise, kabur (...
	Setiap citra pada SOCOFing masing-masing memiliki resolusi tetap dan disimpan dalam bentuk format grayscale, sehingga proses ekstraksi fitur dan analisis menjadi semakin konsisten. Berkat anotasinya yang lengkap dan struktur, SOCOFing sering digunakan...
	3. Metode Penelitian
	Penelitian ini berdasarkan pendekatan kuantitatif dengan menggunakan metode eksperimen untuk mendesain dan mengetes sistem pengenalan sidik jari berbasis citra digital. Sasaran pokok dari pendekatan ini adalah menilai efektivitas kombinasi antara algo...
	3.1 Pengumpulan Data
	Data yang digunakan dalam penelitian ini diambil dari dataset SOCOFing (Sokoto Coventry Fingerprint Dataset), sebuah dataset biometrik publik yang berisi ribuan gambar sidik jari 600 orang [1]. Datasets ini digunakan karena sudah dilengkapi label terl...
	Pada penelitian ini, hanya citra dalam kategori Real yang digunakan, yakni gambar sidik jari asli tanpa manipulasi. Pendekatan ini bertujuan untuk memastikan pengujian awal dilakukan pada kondisi data yang bersih dan ideal sebelum mencoba data dengan ...
	3.2 Tahap Prakondisi and Praproses (Preprocessing)
	Pada tahap ini, citra sidik jari yang telah dikumpulkan dipersiapkan agar sesuai dengan kebutuhan ekstraksi fitur dan pelatihan model. Langkah pertama adalah mengubah ukuran semua citra menjadi 64×64 piksel untuk mengurangi dimensi data, sekaligus mem...
	Selanjutnya, semua gambar dikonversi ke format grayscale (jika belum dalam format tersebut), untuk menyederhanakan data dan menghilangkan informasi warna yang tidak diperlukan. Format grayscale ini sangat sesuai dengan metode LBP yang memanfaatkan int...
	3.3 Ekstraksi Fitur
	Setelah proses pra pemrosesan selesai, ciri-ciri setiap finger image sidik jari diambil melalui proses Local Binary Pattern (LBP). Proses LBP berlangsung dengan membandingkan nilai intensitas piksel pusat dengan piksel-piksel berdekatan dan kemudian m...
	Histogram yang diperoleh kemudian disimpan pada bawah bentuk vektor fitur dimensi tetap, yang digunakan kemudian sebagai input dalam proses klasifikasi. Kelebihan sistem LBP adalah kemampuannya mengenali tekstur halus pola, seperti lengkungan dan titi...
	3.4 Klasifikasi
	Proses klasifikasi dilakukan dengan menggunakan algoritma Decision Tree Classifier yang ada di library Scikit-learn. Model ini dilatih dengan menggunakan vektor fitur yang diperoleh dari proses LBP sebagai input, ID pengguna sebagai label kelas. Algor...
	Decision Tree dilihat karena kemampuan relatif sederhana dipahami (interpretable), menyebabkan proses klasifikasi dapat dijelaskan melalui visualisasi pohon keputusan. Ini terutama berfungsi dalam konteks audit atau keamanan, di mana alasan tertentu d...
	3.5 Model Evaluation
	Setelah model selesai dilatih, langkah selanjutnya adalah melakukan evaluasi menggunakan data uji. Beberapa metrik yang digunakan untuk menilai kinerja model antara lain akurasi, precision, recall, dan f1-score. Selain itu, digunakan confusion matrix ...
	Evaluasi ditekan dengan melakukan penggunaan fungsi classification_report() dan confusion_matrix() dari Scikit-learn library. Hasil evaluasi ini memberikan informasi kuantitatif seberapa tepat sistem dalam mengklasifikasikan pengguna berdasarkan sidik...
	4. Hasil dan Pembahasan
	4.1 Hasil Evaluasi Model
	Setelah semua tahapan preprocessing dan training model telah selesai dilakukan, sistem pengenalan sidik jari menggunakan algoritma Decision Tree berhasil mencapai nilai akurasi sebanyak 84,6%. Nilai tersebut diperoleh dari pengujian terhadap data uji ...
	Hasil ini diizinkan dengan metrik add-on berupa precision, recall, dan f1-score rata-rata masing-masing angka 0,85. Metrik-metrik tersebut menunjukkan bahwa model tidak hanya berhasil mengenali kelas yang benar, bahkan ketepatannya konsisten dalam men...
	Tabel 1. Ringkasan Evaluasi Model Decision Tree
	Gambar 1 menampilkan confusion matrix yang menggambarkan sebaran hasil klasifikasi model ke label asli. Lebih dari sebagian besar prediksi model ditiru secara diagonal, yang merupakan sinyal kuat bahwa model melakukan klasifikasi dengan benar terhadap...
	Gambar 1. Confusion matrix
	4.2 Visualisasi dan Interpretasi Model
	Dalam jajaran metrik evaluasi numerik, visualisasi struktur pohon keputusan (Gambar 2) menunjukkan pemahaman yang lebih dalam mengenai bagaimana model membuat keputusan. Setiap node pohon merepresentasikan suatu keputusan berdasarkan atribut LBP, dan ...
	Gambar 2. Pohon keputusan
	Tree menunjukkan bahwa beberapa dari fitur-fitur tertentu LBP histogram berperan lebih besar dalam proses klasifikasi, yaitu fitur-fitur yang mempunyai information gain maksimum. Hal ini mendukung asumsi bahwa meskipun Decision Tree adalah model seder...
	4.3 Analisis Keberhasilan dan Keterbatasan
	Berdasarkan hasil yang diperoleh, dapat disimpulkan bahwa pasangannya antara metode ekstraksi fitur LBP dengan algoritma Decision Tree dapat menghasilkan model klasifikasi efektif untuk identifikasi individu berbasis sidik jari. Keberhasilan model ter...
	1. Bertingginya akurasi dan f1-score pada data pengujian.
	2. Fleksibilitas model dalam menggeneralisasi pola dari data latih.
	3. Struktur pohon yang mudah diinterpretasikan dan ringan dari aspek komputasi.
	Namun, ada beberapa keterbatasan yang harus dicermati :
	a. Model belum divalidasi di citra manipulatif seperti blur, rotate, dan noise (yang secara efektif tersedia di dataset SOCOFing dalam kategori altered). Faktor ini membatasi kemampuan generalisasi model pada situasi dunia nyata yang lebih kompleks.
	b. Banyaknya kelas yang tinggi (600 ID pengguna) memperbesar struktur pohon menjadi sangat dalam dan kompleks, yang pada akhirnya bisa menyebabkan overfitting dan kehilangan interpretabilitas pada skala besar.
	c. Model ini masih dalam supervised learning dan penognonan closed-set, maka tidak mampu mengenali pengguna baru yang belum pernah dilatih sebelumnya.
	4.4 Implikasi dan Potensi Pengembangan
	Dengan tingkat akurasi yang cukup tinggi dan bentuk model yang sederhana untuk dipahami, pendekatan ini layak diterapkan pada sistem biometrik skala kecil, contohnya sistem absensi intern, login pribadi di komputer lokal, atau sistem autentikasi di or...
	1. Penerapan teknik ensembl seperti Random Forest untuk memperkuat stabilitas dan menurunkan overfitting [9].
	2. Integrasi dengan metode ekstraksi fitur tambahan seperti GLCM atau DWT untuk memperkaya representasi data [8].
	3. Penerapan arsitektur deep learning (misalnya CNN) yang dapat mengekstraksi fitur secara otomatis dari gambar mentah dan menangani data lebih kompleks [9].
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Penelitian Penelitian ini sukses menunjukkan bahwa kemitraan antara algoritma Decision Tree dan metode ekstraksi fitur Local Binary Pattern (LBP) mampu melakukan klasifikasi citra sidik jari dengan efisiensi dan akurasi. Rendemen akurasi yang diperole...
	Kelebihan dari metode ini ada pada proses implementasinya yang sederhana dan kemudahan untuk memahami hasil klasifikasi melalui struktur pohon keputusan dapat divisualisasikan. Dengan demikian, penggunaan LBP sebagai teknik ekstraksi fitur memberikan ...
	Meskipun demikian, terdapat beberapa kelemahan yang perlu diperhatikan. Model Decision Tree akan cenderung overfitting jika tree tidak dipangkas dengan tepat, juga kurang resisten terhadap variasi citra seperti rotasi, noise berat, dan perubahan inten...
	5.2 Saran
	Untuk membetulkan akurasi dan ketahanan mode pengenalan sidik jari, beberapa langkah berikut dapat menjadi pertimbangan :
	[1] M. A. Yousif et al., 2018, SOCOFing: An Annotated Fingerprint Dataset, IEEE Dataset Release.
	[2] Agustina, N., 2023, Algoritma Decision Tree untuk Analisis Sentimen Publik terhadap Marketplace di Indonesia.
	[3] Aradea, D., 2024, Identifikasi Gerakan Tangan pada Sandi Semaphore Menggunakan Decision Tree.
	[4]  Pratama, R., 2023, Analisis Perbandingan Algoritma Decision Tree C4.5 dan C5.0.
	[5]  Putra, A. G., & Hidayat, T., 2020, Klasifikasi Citra Sidik Jari Menggunakan Metode K-Nearest Neighbor dan Ekstraksi Fitur LBP. Jurnal Informatika, 14(1), 21–30.
	[6]  Sari, D. M., & Susilo, H., 2022, Perbandingan Algoritma Decision Tree dan Naïve Bayes pada Klasifikasi Citra Biometrik, Jurnal Teknologi Informasi dan Komputer, 8(2), 99–107.
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	Penelitian yang berjudul “Rancang Bangun Sistem Informasi Penentuan Siswa Penerima Beasiswa di SDIT AL-YASMIN 2 BOGOR Menggunakan Metode Simple Additive Weighting (SAW)” ini bertujuan untuk menghasilkan Sistem Pendukung Keputusan yang objektif dan sis...
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	1. Pendahuluan
	SDIT AL-YASMIN 2 Bogor merupakan lembaga pendidikan formal (swasta)  yang  menawarkan  program  beasiswa  kepada  siswa  berprestasi maupun  siswa  kurang  mampu.  Siswa  calon  penerima  beasiswa  diseleksi setiap tahun oleh bagian Staff Tata Usaha....
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	Oleh karena itu diperlukan aplikasi pendukung keputusan bagi proses seleksi calon siswa penerima beasiswa. Untuk itu, maka penulis melakukan penelitian dengan judul  “Rancang Bangun Sistem Informasi Penentuan Siswa Penerima Beasiswa di SDIT AL-YASMIN ...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1.  Sistem Informasi
	Sistem adalah kumpulan elemen yang saling berhubungan dan berinteaksi dalam satu kesatuan untuk menjalankan suatu peroses pencapaian suatu tujuan utama [1]. Informasi  merupakan data  yang telah diolah menjadi sebuh bentuk yang berarti bagi penerimany...
	2.2.  Sistem Penunjang Keputusan
	Sistem Pendukung Keputusan   adalah   sistem   informasi   yang   digunakan   untuk membantu pengambilan keputusan dengan menyediakan informasi yang    terstruktur,    relevan    dan    sesuai    dengan    kebutuhan pengambialan Keputusan[4]. Karakter...
	 Interaktif,  SPK  memiliki  user  interface  yang  komunikatif sehingga pemakai dapat melakukan akses secara cepat ke data dan memperoleh informasi yang dibutuhkan.
	 Fleksibel,  SPK  memiliki  sebanyak  mungkin  variabel masukkan,  kemampuan  untuk  mengolah  dan  memberikan keluaran  yang  menyajikan  alternatif-alternatif  keputusan kepada pemakai.
	 Data  kualitas,  SPK  memiliki  kemampuan  menerima  data kualitas  yang  dikuantitaskan  yang  sifatnya  subyektif  dari pemakainya, sebagai data masukkan untuk pengolahan data. Misalnya:   penilaian   terhadap   kecantikan   yang   bersifat kualit...
	 Prosedur  Pakar,  SPK  mengandung  suatu  prosedur  yang dirancang  berdasarkan  rumusan  formal  atau  juga  beberapa prosedur    kepakaran    seseorang    atau    kelompok    dalam menyelesaikan   suatu   bidang   masalah   dengan   fenomena terte...
	2.3. Simple Additive Weighting (SAW)
	imple Additive Weighting  (SAW) adalah metode yang dapat digunakan sebagai alat bantu dalam penentuan  bobot  preferensi  dari  kriteria,  dan  dapat  mempermudah klasifikasi  dari  kriteria  yang  ada,  Metode  SAW  digunakan  untuk penentuan kriteri...
	3. Metode Penelitian
	3.1. Tahapan Penelitian
	Tahapan penelitian yang digunakan dapat dilihat pada gambar 1.
	Gambar 1. Tahapan penelitian
	Tahapan penelitian dapat dijelaskan sebagai berikut :
	 Requirement Analysis
	Pada    tahap    ini,    analisis    dilakukan    untuk    menentukan permasalahan yang terjadi saat ini, yaitu kebutuhan pengolahan data untuk penentuan calon  siswa penerima beasiswa. Pada tahapan ini dilakukan proses wawancara untuk mendapatkan dat...
	 System Design
	Pada tahap ini, kebutuhan sistem telah dianalisis dan dilanjutkan dengan penyusunan desain sistem.
	 Implementation
	Pada tahap ini dilakukan proses implementasi berupa coding, dengan menggunakan bahasa pemrograman PHP.
	 Testing
	Pada  tahap  ini,  dilakukan  pengujian  sistem  yang  telah  dibuat,  untuk memastikan apakah kinerja dan optimilitasnya telah dipenuhi.
	 Maintenance
	Pada tahap ini dilakukan perbaikan apabila ditemukan adanya ketidaksesuaian atau kerusakan pada sistem
	3.2. Teknik analisis data
	Didalam penelitian ini, digunakan analisis deskriptif dan metode Simple Additive Weight (SAW).  Analisis deskriptif bertujuan untuk melakukan  rangkuman  berdasarkan  dokumen yang  sudah  ada.  Metode Simple Additive Weighting (SAW) bertujuan untuk pe...
	3.3. Teknik Pengumpulan Data
	Teknik pengumpulan data yang dilakukan dalam melakukan penelitian ini, ialah :
	 Wawancara
	Wawancara dilakukan dengan mengajukan pertanyaan lisan pada bagian-bagian yang terkait dengan studi kasus untuk mendapatkan data dan informasi dalam proses penentuan beasiswa. Dari hasil wawancara yang di dapat, penulis juga mendapatkan dokumen yang a...
	 Studi literatur
	Studi literatur dilakukan dengan mempelajari berbagai pustaka yang berhubungan dengan sistem pengambilan keputusan yang menggunakan metode simple additive weighting (SAW). Pustaka tersebut didapatkan dengan membaca buku dan jurnal yang dapat membantu ...
	4. Hasil dan Pembahasan
	4.1. Analisis Masalah
	Dalam melakukan identifikasi masalah dalam penelitian ini, penulis menggunakan fishbone diagram. Fishbone  diagram adalah  diagram  dalam  bentuk  tulang  ikan,  yang digunakan  untuk  menganalisa  penyebab  dari  suatu  masalah  yang sedang terjadi[7...
	Gambar 2. Analisis masalah dengan fishbone diagram
	4.2. Activity Diagram
	Activity Diagram adalah aliran kerja atau aktifitas dari sebuah sistem atau proses bisnis. Dihubungkan dengan panah, panah tersebut mengarahkan urutan aktivitas dalam organisasi[8]. Activity Diagram input bobot kriteria dapat dilihat pada gambar 3
	Gambar 3. Activity diagram input bobot kriteria
	4.3. Use Case Diagram
	Use case mendeskripsikan sebuah interaksi antara satu atau  lebih aktor dengan sistem informasi yang akan dibuat[9]. Use case diagram input nilai siswa dapat dilihat pada          gambar 4.
	Gambar 4. Use case diagram input nilai siswa
	4.4. Penentuan bobot persentase untuk setiap kriteria
	Pada setiap Kriteria, ditentukan nilai Bobot Persentase, hal ini untuk perhitungan nilai rating kinerja ternormalisasi. Penentuan bobot persentase untuk setiap kriteria dapat dilihat pada    tabel 1.
	Tabel 1. Bobot persentase kiteria
	4.5. Spesifikasi basis data
	Spesifikasi basis data untuk beasiswa dapat dilihat pada tabel 2.
	Tabel 2. Spesifikasi basis data tabel beasiswa
	4.6. User interface
	User interface atau desain antar muka merupakan cara program dan pengguna berinteraksi. Dalam istilah desain antar muka terkadang digunakan sebagai pengganti istilah Hubungan manusia dan Komputer atau Human Computer Interaction ( HCI ) yang mana semua...
	Gambar 5. Desain antar muka input kriteria
	4.7.  Arsitektur basis data
	Arsitektur basis data untuk penentuan siswa penerima beasiswa dapat dilihat pada gambar 6.
	Gambar 6. Arsitektur basis data penentuan siswa penerima beasiswa
	4.8. Sequence diagram
	Diagram Sequence menggambarkan mendeskripsikan waktu hidup objek dan message yang dikirimkan dan diterima antar objek[11]. Sequence diagram input beasiswa dapat dilihat pada gambar 7.
	Gambar 7. Sequence diagram input data beasiswa
	5. Kesimpulan dan Saran
	5.1. Kesimpulan
	Berdasarkan penelitian yang telah dilaksanakan, maka dapat disimpulkan bahwa Sistem Pendukung Keputusan untuk siswa penerima beasiswa dengan metode Simple Additive Weighting (SAW) sebagai berikut :
	 Sistem ini mampu mempercepat tahap proses pengolahan data siswa calon   penerima   beasiswa,   karena   pendataan,   perhitungan   serta pemilihan siswa terintegrasi kedalam satu sistem. Dengan demikian proses menjadi lebih efektif dan efisien, sesu...
	 Metode  Simple  Additive  Weighting  (SAW)  membantu  memastikan kandidat (siswa) yang terpilih untuk menerima beasiswa, memiliki profil yang sesuai dengan kriteria, rating kriteria & bobot kriteria yang ditetapkan.
	 Sistem ini memastikan bahwa setiap kandidat (siswa) dinilai dengan cara  yang  sama,  sehingga  menghasilkan  konsistensi  dalam  proses seleksi.
	5.2. Saran
	Untuk pengembangan agar aplikasi lebih baik dan bermanfaat, maka terdapat beberapa saran sebagai berikut :
	 Adanya  pengembangan  fitur  pengajuan  beasiswa  secara  langsung oleh siswa.
	 Adanya penambahan fitur pemberitahuan secara langsung kepada Orang Tua Siswa, apabila siswa tersebut terpilih menjadi penerima beasiswa.
	 Sistem Pendukung Keputusan diharapkan dapat terintegrasi dengan sistem yang sudah ada di SDIT AL YASMIN 2 BOGOR.
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	Abstrak
	Pemeringkatan mahasiswa berprestasi merupakan bagian penting dalam dunia pendidikan untuk memberikan penghargaan dan memotivasi pencapaian akademik. Namun, proses pemeringkatan yang dilakukan secara manual sering kali menimbulkan ketidakakuratan dan s...
	Kata kunci: Simple Additive Weighting, pemeringkatan mahasiswa, sistem pendukung keputusan, prestasi akademik, evaluasi kriteria
	1. Pendahuluan
	Teknologi informasi dan komunikasi telah mengalami berkembang dengan pesat dan mempengaruhi banyak bidang kehidupan, seperti ekonomi, politik, sosial, budaya, dan khususnya pendidikan. Perkembangan teknologi ini tidak dapat dihentikan, karena terkai...
	Tujuan pendidikan tidak hanya untuk proses transfer ilmu pengetahuan, tetapi juga menciptakan ruang lingkungan belajar yang mendorong siswa dan mahasiswa dalam mengembangkan potensi diri secara utuh, baik dari aspek rohani, emosi, perilaku, hingga kec...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                     ISSN: 2715-9426
	Metode Simple Additive Weighting (SAW) dapat digunakan untuk mendukung proses pengambilan keputusan. Metode SAW dianggap untuk penilaian, karena berdasarkan pembobotan pada kriteria-kriteria yang telah ditentukan sehingga menghasilkan peringkat akhir ...
	Tujuan dari penelitian ini untuk menciptakan sistem pendukung keputusan dalam pemeringkatan mahasiswa berprestasi dengan menggunakan metode SAW yang mempertimbangkan kriteria akademik secara objektif. Penelitian ini berguna untuk memberikan solusi yan...
	2. Kajian Pustaka dan Pengembangan Hipotesis
	2.1 Pendidikan dan Penilaian Mahasiswa Berprestasi
	Pendidikan dan penilaian prestasi mahasiswa tidak hanya menekankan pada pencapaian akademik, tetapi juga pada pengembangan soft skill melalui kegiatan non-akademik. Penelitian menunjukkan bahwa keaktifan mahasiswa dalam organisasi kemahasiswaan dapat ...
	2.2 Sistem Pendukung Keputusan
	Sistem berbasis komputer yang disebut dengan Sistem Pendukung Keputusan (SPK) yaitu dapat membantu dalam pengambilan keputusan dalam menyelesaikan masalah semi-terstruktur dengan menganalisis data dan model [5]. Pada bidang pendidikan, SPK dapat dig...
	2.3 Metode Simple Additive Weighting (SAW)
	Metode Simple Additive Weighting (SAW) adalah salah satu metode dalam SPK yang membantu menyelesaikan permasalahan pada pengambilan keputusan multi-kriteria. Prinsip utama SAW, yaitu melakukan penjumlahan terbobot dari nilai-nilai kriteria yang telah ...
	Gambar 1. Struktur hirarki alternatif pemeringkatan mahasiswa berprestasi
	2.4  Penelitian Terdahulu
	Metode Simple Additive Weighting (SAW) telah banyak digunakan dalam berbagai konteks untuk membantu mendukung pengambilan keputusan yang objektif dan efisien. Misalnya, saat mengembangkan sistem berbasis web untuk pemilihan siswa berprestasi di SMK Ne...
	2.5 Kerangka Konsep Penelitian
	Kerangka konsep dalam penelitian ini terdiri dari tiga komponen utama: input, proses, dan output. Pada tahap input, data yang digunakan mencakup Indeks Prestasi Semester (IPS), Indeks Prestasi Kumulatif (IPK), jumlah Satuan Kredit Semester (SKS), nila...
	Tahap proses dilakukan dengan menerapkan metode Simple Additive Weighting (SAW), yang mencakup langkah-langkah normalisasi data dan pemberian bobot pada setiap kriteria sesuai tingkat kepentingannya. Metode ini dipilih karena kemampuannya dalam mengol...
	3. Metode Penelitian
	3.1 Jenis dan Metode Penelitian
	Penelitian ini adalah penelitian kuantitatif deskriptif dengan pendekatan studi kasus. Penelitian ini bertujuan untuk mengembangkan sistem pendukung keputusan dalam proses pemeringkatan mahasiswa berprestasi menggunakan metode Simple Additive Weightin...
	3.2 Data dan Kriteria Penilaian
	Data yang digunakan dalam penelitian ini dikumpulkan dari data primer dan sekunder yang diperoleh dari pihak akademik perguruan tinggi, yang mencakup informasi akademik mahasiswa. Kriteria yang digunakan sebagai dasar penilaian meliputi Indeks Prestas...
	Tabel 1. Pengambilan nilai setiap kriteria
	3.3 Tahapan Metode SAW
	Proses perhitungan dalam metode Simple Additive Weighting (SAW) dilakukan melalui beberapa tahapan yang sistematis untuk memastikan hasil yang objektif dan adil. Tahap awal dimulai dengan menentukan kriteria yang relevan serta alternatif yang akan din...
	𝑟𝑖𝑗=,{-,,𝑀𝑖𝑛-𝑖.,𝑥-𝑖𝑗.-,𝑥-𝑖𝑗..        𝑗𝑖𝑘𝑎 𝑗 𝑎𝑡𝑟𝑖𝑏𝑢𝑡 𝑏𝑖𝑎𝑦𝑎 (𝑐𝑜𝑠𝑡)-,,𝑥-𝑖𝑗.-,𝑀𝑎𝑥-𝑖.,𝑥-𝑖𝑗..        𝑗𝑖𝑘𝑎 𝑗 𝑎𝑡𝑟𝑖𝑏𝑢𝑡 𝑘𝑒𝑢𝑛𝑡𝑢𝑛𝑔𝑎𝑛 (𝑏𝑒𝑛𝑒𝑓𝑖𝑡).
	Selanjutnya, tahap normalisasi dikalikan dengan bobot yang telah ditetapkan untuk tiap kriteria, langkah yang dilakukan untuk menormalisasi matriks keputusan yang tersedia, menggunakan rumus sebagai berikut:
	𝑟𝑖𝑗=,𝑥𝑖𝑗-max⁡(𝑥𝑗).
	Setelah itu, dijumlahkan pada setiap baris untuk memperoleh nilai akhir dari masing-masing alternatif. Berikut cara melakukan perhitungan skor pada SAW:
	,V-i.=,𝑗=1-𝑛- ,𝜔-𝑗.⋅,𝑟-𝑖𝑗..
	Hasil akhir inilah yang digunakan sebagai dasar untuk menentukan peringkat, di mana alternatif dengan nilai tertinggi akan menempati urutan teratas dan kriteria yang terbesar artinya sangat berpengaruh dalam hasil akhir mahasiswa.
	3.4 Analisis Data
	Pemeringkatan mahasiswa berprestasi sering kali masih dilakukan secara manual dan subjektif, sehingga berpotensi menimbulkan ketidakadilan dan ketidakkonsistenan. Kurangnya standar evaluasi antar kelas serta minimnya pemanfaatan teknologi informasi me...
	Untuk mengatasi permasalahan tersebut, penelitian ini mengembangkan Sistem Pendukung Keputusan (SPK) menggunakan metode Simple Additive Weighting (SAW). Metode ini dipilih karena perhitungannya sederhana, mudah diterapkan, dan mampu menghasilkan keput...
	3.5 Alur Penelitian
	Alur proses penelitian ini dapat dijabarkan sebagai berikut:
	Gambar 2. Alur penelitian
	4. Hasil dan Pembahasan
	4.1 Hasil
	Berdasarkan data dari lima mahasiswa, proses perhitungan dilakukan menggunakan metode Simple Additive Weighting (SAW) dengan tahapan normalisasi terhadap lima kriteria utama, yaitu IPK, IPS, SKS, nilai mutu, dan jumlah mata kuliah. Setelah melalui pro...
	Gambar 3. Hasil skor SAW dan rangking
	4.2 Pembahasan
	Dari hasil yang diperoleh, terlihat bahwa metode SAW efektif dalam mengolah data multi-kriteria dan menghasilkan peringkat akhir yang logis dan sesuai dengan prioritas bobot. Mahasiswa dengan nilai tertinggi secara konsisten memiliki skor tinggi pada ...
	Pada Tabel 1 telah ditunjukkan nilai setiap kriteria, setelah adanya data kemudian melakukan penentuan bobot.
	Tabel 2. Bobot setiap kriteria
	Setelah menentukan bobot, maka mengambil nilai terbesar dari setiap kriteria yang ditunjukkan Tabel 1. Langkah selanjutnya, menghitung normalisasi matriks keputusan yang mengambil seluruh kriteria dan 5 sampel mahasiswa:
	Menghitung kriteria IPS→𝑟𝑖𝑗=,𝑥𝑖𝑗-,𝑚𝑎𝑥-,𝑥𝑗...=,3.33-4.=0.8325
	Menghitung kriteria IPK→𝑟𝑖𝑗=,𝑥𝑖𝑗-,𝑚𝑎𝑥-,𝑥𝑗...=,3.83-4.=0.957
	Menghitung kriteria SKS→𝑟𝑖𝑗=,𝑥𝑖𝑗-,𝑚𝑎𝑥-,𝑥𝑗...=,2-3.=0.667
	Menghitung kriteria Nilai Mutu→𝑟𝑖𝑗=,𝑥𝑖𝑗-,𝑚𝑎𝑥-,𝑥𝑗...=,4-4.=1
	Menghitung kriteria Jumlah MK→𝑟𝑖𝑗=,𝑥𝑖𝑗-,𝑚𝑎𝑥-,𝑥𝑗...=,2-15.=0.133

	Setelah melakukan perhitungan pada setiap kriteria, berikut hasil normalisasi matriks keputusan dan hasil perhitungan skor SAW yang ditunjukkan pada Tabel 3 dan 4 berikut:
	Tabel 2. Hasil normalisasi matriks keputusan
	Tabel 3. Hasil perhitungan skor SAW
	Tabel 4. Perhitungan skor akhir SAW
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Berdasarkan hasil penelitian dan analisis data menggunakan metode Simple Additive Weighting (SAW), dapat disimpulkan bahwa sistem yang dikembangkan mampu memenuhi tujuan utama penelitian, yaitu melakukan pemeringkatan mahasiswa secara objektif berdasa...
	1. Sistem Pendukung Keputusan (SPK) berbasis metode Simple Additive Weighting (SAW) mampu melakukan pemeringkatan mahasiswa berprestasi secara objektif dan efisien.
	2. Hasil akhir menunjukkan bahwa Mustafa merupakan mahasiswa dengan peringkat tertinggi berdasarkan nilai SAW sebesar 0.933.
	3. Kriteria nilai mutu terbukti memberikan pengaruh paling besar terhadap hasil pemeringkatan, diikuti oleh IPK dan IPS.
	5.2 Saran
	Berdasarkan hasil yang diperoleh, disarankan agar pengembangan sistem ke depan mencakup penambahan fitur evaluasi non-akademik secara digital untuk memperluas cakupan aspek penilaian terhadap mahasiswa. Selain itu, diperlukan pengujian lebih lanjut de...
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	ANALISIS KLASIFIKASI KELULUSAN SISWA MENGGUNAKAN METODE KNN (K-NEAREST NEIGHBOR) RANDOM FOREST PADA DATASET "STUDENTS PERFORMANCE"
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	Abstrak
	Keberhasilan siswa menjadi indikator penting dalam menilai kualitas sistem pendidikan. Oleh karena itu, prediksi kelulusan siswa berdasarkan data demografis dan akademik sangat penting untuk membantu institusi pendidikan melakukan tindakan pencegahan....
	Kata kunci: Klasifikasi, KNN, Random Forest, Kelulusan Siswa, Students Performance, Machine Learning.
	1. Pendahuluan
	Kemajuan dalam teknologi informasi dan komputasi telah sangat memengaruhi berbagai aspek kehidupan, termasuk pendidikan. Pemanfaatan data dalam era komputer dan internet saat ini menjadi semakin penting untuk membantu pengambilan keputusan strategis. ...
	Untuk guru, sekolah, dan lembaga pengambil kebijakan pendidikan, prediksi kelulusan siswa dapat sangat bermanfaat. Sekolah dapat mengambil tindakan seperti memberikan bimbingan belajar tambahan, pendampingan psikologis, atau pendekatan personal lainny...
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	Beberapa teknik dalam data mining adalah estimasi, forecasting, klasifikasi, asosiasi dan klastering[1]. Data mining dengan metode klasifikasi memungkinkan pengelompokan data berdasarkan fitur tertentu. Data demografis dan akademik siswa dapat dianali...
	Fokus penelitian ini adalah dataset "Performasi siswa" yang diperoleh dari platform Kaggle. Dataset mengandung berbagai informasi, termasuk nilai membaca, menulis, dan matematika, serta karakteristik demografis seperti gender, etnis, status makan sian...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1 Klasifikasi dalam Data Mining
	Salah satu teknik utama dalam penggalian data adalah klasifikasi, yang digunakan untuk mengelompokkan data ke dalam kelas yang telah ditentukan sebelumnya. Kumpulan teknik yang dikenal sebagai data mining digunakan untuk mengeksplorasi nilai tambahan ...
	2.2 K-Nearest Neighbor (KNN)
	Berdasarkan pembelajaran data yang sudah terklasifikasikan sebelumnya, algoritma K-Nearest Neighbor (K-NN) adalah metode klasifikasi untuk sekumpulan data[3]. KNN adalah teknik klasifikasi yang didasarkan pada pendekatan tetangga terdekat. KNN menghit...
	2.3 Random Forest
	Sekumpulan pohon keputusan membentuk metode klasifikasi acak yang berbasis pembelajaran kelompok. Dalam proses pelatihan, algoritma berbasis kelompok menggabungkan berbagai metode pembelajaran mesin menjadi satu model prediktif[4]. Algoritma ini beker...
	2.4 Penelitian Terkait
	Beberapa penelitian sebelumnya menunjukkan efektivitas algoritma Random Forest dan KNN dalam berbagai aplikasi prediksi. Dalam studi [6] perbandingan antara SVM, KNN, dan Random Forest untuk prediksi gagal jantung menunjukkan bahwa Random Forest memil...
	2.5 Hipotesis Penelitian
	Random Forest memiliki sifat yang lebih tahan terhadap noise dan overfitting, serta lebih stabil dan akurat dalam menangani data multivariat. Berdasarkan penelitian dan penelitian sebelumnya, dapat diusulkan bahwa algoritma Random Forest akan memiliki...
	3. Metode Penelitian
	3.1 Sumber Data
	Penelitian ini menggunakan dataset publik berjudul Students Performance yang diunduh dari situs Kaggle. Dataset tersebut berisi data akademik dan demografis sebanyak 1000 entri siswa dengan 8 atribut utama, yakni jenis kelamin, kelompok etnis, pendidi...
	3.2 Preprocessing Data
	Sebelum data digunakan untuk pelatihan model, beberapa tahap preprocessing dilakukan:
	 Teknik label encoding digunakan untuk mengubah data kategorik seperti status makan siang, jenis kelamin, dan kelompok etnis menjadi data numerik yang dapat diproses oleh algoritma pembelajaran mesin.
	 Rata-rata nilai dari tiga mata pelajaran (matematika, membaca, dan menulis) dihitung untuk menentukan status kelulusan siswa.
	 Label klasifikasi dibuat dengan kriteria: siswa dengan rata-rata nilai ≥ 70 dikategorikan sebagai “Lulus” dan yang < 70 sebagai “Tidak Lulus”.
	 Untuk menguji kemampuan generalisasi model, dataset dibagi secara acak menjadi data latih dan data uji dengan proporsi 80:20.
	3.3 Algoritma Klasifikasi
	Dalam penelitian ini, digunakan dua metode klasifikasi yang populer dan efektif:
	 K-Nearest Neighbor (KNN): Algoritma yang mengklasifikasikan data berdasarkan kedekatan jarak (menggunakan metrik Euclidean) dengan tetangga terdekat pada data latih. Parameter k dipilih untuk menentukan jumlah tetangga yang digunakan.
	 Random Forest: Algoritma kelompok yang membangun banyak pohon keputusan secara acak dan menggabungkan hasil voting dari seluruh pohon untuk menghasilkan keputusan klasifikasi yang lebih stabil dan akurat..
	3.4 Tools dan Platform
	Proses pengolahan data dan pengujian model dilakukan menggunakan Google Colab dengan bahasa pemrograman Python. Beberapa pustaka utama yang digunakan adalah:
	3.5 Evaluasi Model
	 Akurasi: Proporsi prediksi yang tepat berdasarkan data uji keseluruhan.
	 Presisi: Proporsi prediksi positif yang benar-benar positif.
	 Recall: Proporsi data positif yang berhasil diprediksi dengan benar.
	 F1-Score: Nilai harmonisasi antara presisi dan recall yang memberikan gambaran keseimbangan antara kedua metrik tersebut.
	 Confusion Matrix: Matriks yang menampilkan jumlah prediksi benar dan salah dalam masing-masing kelas, memberikan gambaran detail performa model.
	4. Hasil dan Pembahasan
	4.1 Hasil Pengujian K-Nearest Neighbor (KNN)
	Pengujian algoritma KNN dilakukan dengan menggunakan data uji sebanyak 20% dari keseluruhan dataset. Parameter k pada KNN dipilih melalui metode cross-validation agar mendapatkan nilai k terbaik yang meminimalkan error. Setelah proses pelatihan, hasil...
	Tabel 1. 1 Hasil Pengujian K-Nearest Neighbor (KNN)
	Confusion matrix adalah tabel untuk menggambarkan kinerja sampel klasifikasi yang digunakan untuk mengukur kinerja pada kumpulan data[7] .Confusion matrix menunjukkan hanya terjadi satu kesalahan klasifikasi, yaitu seorang siswa yang seharusnya masuk ...
	4.2 Hasil Pengujian Random Forest
	Algoritma Random Forest diuji pada dataset yang sama dengan menggunakan parameter default dan beberapa tuning sederhana untuk mengoptimalkan jumlah pohon keputusan (estimators). Hasil evaluasi menunjukkan performa yang sangat baik dengan hasil sebagai...
	Tabel 1. 2 Hasil Pengujian Random Forest
	Confusion matrix memperlihatkan bahwa seluruh data uji berhasil diklasifikasikan dengan benar tanpa adanya kesalahan. Hal ini menandakan bahwa Random Forest mampu menangani variasi data dengan baik serta meminimalkan risiko overfitting melalui proses ...
	4.3 Perbandingan Kinerja KNN dan Random Forest
	Dari hasil pengujian di atas, dapat dilihat bahwa kedua algoritma memiliki performa yang baik, namun terdapat perbedaan penting dalam hal akurasi dan stabilitas model. Random Forest unggul dengan akurasi sempurna (100%) tanpa kesalahan klasifikasi, se...
	Tabel 1. 3 Perbandingan Kinerja KNN dan Random Forest
	Perbedaan ini muncul karena Random Forest menggunakan mekanisme ensemble yang menggabungkan banyak pohon keputusan untuk mengambil keputusan akhir, sehingga lebih tahan terhadap variabilitas data dan noise. Sementara KNN bergantung pada tetangga terde...
	4.4 Pembahasan
	Hasil penelitian ini menegaskan bahwa pemilihan algoritma klasifikasi yang tepat sangat berpengaruh terhadap performa prediksi kelulusan siswa. Random Forest terbukti lebih unggul dalam hal akurasi dan stabilitas, membuatnya menjadi pilihan yang lebih...
	Namun, KNN tetap merupakan algoritma yang efisien dan mudah diimplementasikan, terutama jika dataset tidak terlalu besar dan data relatif bersih dari noise. Penggunaan KNN juga memberikan insight penting tentang hubungan kemiripan antar data siswa.
	Selain itu, hasil ini menunjukkan bahwa fitur-fitur demografis dan nilai akademik yang digunakan dalam dataset cukup kuat untuk memprediksi status kelulusan. Hal ini membuka peluang untuk mengembangkan sistem prediktif yang dapat membantu lembaga pend...
	Penelitian dapat diperluas dengan menambahkan fitur lain seperti kehadiran, aktivitas ekstrakurikuler, atau faktor psikologis yang mungkin mempengaruhi hasil belajar siswa. Selain itu, pengujian dengan algoritma lain seperti Support Vector Machine (SV...
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	Berdasarkan hasil analisis dan pengujian yang dilakukan, dapat disimpulkan beberapa hal sebagai berikut:
	1. Algoritma K-Nearest Neighbor (KNN) dan Random Forest sama-sama efektif dalam melakukan klasifikasi kelulusan siswa berdasarkan dataset Students Performance yang memuat data demografis dan nilai akademik.
	2. Random Forest menunjukkan performa yang lebih unggul dibandingkan KNN dengan akurasi 100%, serta metrik presisi, recall, dan F1-score yang sempurna. Hal ini menunjukkan bahwa Random Forest mampu memberikan prediksi yang sangat akurat dan stabil tan...
	3. KNN juga memberikan hasil yang sangat baik dengan akurasi 99%, meskipun terdapat satu kesalahan klasifikasi, yang menunjukkan bahwa algoritma ini cukup sensitif terhadap keberadaan data noise atau outlier.
	4. Fitur-fitur yang digunakan dalam dataset seperti nilai ujian dan atribut demografis terbukti mampu menjadi indikator kuat dalam memprediksi kelulusan siswa, sehingga dapat digunakan sebagai dasar dalam pembuatan sistem pendukung keputusan pendidikan.
	5.2 Saran
	Berdasarkan hasil penelitian dan kesimpulan di atas, beberapa saran yang dapat diberikan untuk pengembangan dan penelitian selanjutnya adalah:
	1. Disarankan untuk menggunakan dataset yang lebih besar dan beragam, baik dari segi jumlah data maupun variasi atribut, untuk meningkatkan generalisasi dan kekuatan model klasifikasi.
	2. Perlu dilakukan tuning parameter yang lebih mendalam pada algoritma KNN dan Random Forest, seperti pemilihan nilai k optimal untuk KNN atau jumlah pohon dan kedalaman maksimum untuk Random Forest, guna mengoptimalkan performa model.
	4. Penggunaan fitur tambahan seperti data kehadiran, motivasi belajar, atau faktor psikososial siswa dapat menjadi bahan penelitian lebih lanjut untuk meningkatkan akurasi prediksi kelulusan.
	5. Implementasi hasil penelitian ini dalam bentuk sistem pendukung keputusan yang dapat digunakan oleh lembaga pendidikan sangat dianjurkan untuk membantu dalam identifikasi dini siswa yang berisiko tidak lulus dan memberikan intervensi tepat waktu.
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	Penelitian ini bertujuan untuk meramalkan penjualan global video game menggunakan algoritma Linear Regression berdasarkan beberapa fitur seperti platform, genre, dan tahun rilis. Dataset yang digunakan memiliki 1.659 entri dan 11 atribut. Data mengala...
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	1. Pendahuluan
	Industri game merupakan salah satu sektor hiburan yang mengalami pertumbuhan pesat dalam beberapa dekade terakhir [2]. Seiring dengan meningkatnya permintaan pasar dan pesatnya perkembangan teknologi, para pengembang dan publisher game dituntut untuk...
	Linear Regression atau regresi linier merupakan metode statistik yang umum digunakan dalam peramalan, terutama ketika target yang diprediksi berbentuk data numerik kontinu. Dalam konteks penjualan game, variabel seperti tahun rilis (Year), platform, ...
	Dengan demikian, penggunaan regresi linier tetap memberikan gambaran awal tentang hubungan fitur terhadap penjualan, namun perlu ditingkatkan baik dari segi pemilihan fitur maupun pemodelan agar hasil prediksi menjadi lebih akurat. Penelitian lebih l...
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	2.1 Implementasi Data Mining untuk Game Android
	2.2      Analisis Big Data Penjualan Video Game
	Husni et al. menggunakan metode EDA untuk menganalisis big data penjualan video game. Hasil analisis membantu perusahaan dalam menentukan strategi pemasaran berdasarkan genre dan platform dengan penjualan tertinggi dan terendah [6].
	2.3       Prediksi Penjualan dengan Simple Linear Regression
	Duran et al. menguji regresi linier sederhana untuk memprediksi penjualan produk. Studi ini menunjukkan relevansi metode regresi untuk peramalan penjualan, namun juga menekankan pentingnya fitur yang kuat [7].
	2.4       Teori Linear Regression dalam Data Mining
	Dijelaskan sebagai teknik statistik klasik dalam data mining yang efektif untuk target prediksi numerik [1].
	2.5       Nilai R² dalam Evaluasi Model
	Model Nilai R² negatif menandakan bahwa model berkinerja lebih buruk dari model baseline yang hanya memprediksi rata-rata target [3].
	2.6  Evaluasi Komparatif Model Regresi
	Royan dan Aathis membandingkan beberapa metode regresi untuk memprediksi penjualan video game, menunjukkan bahwa model linear memiliki keterbatasan dalam menangani pola non-linear [8].
	2.7  Pengaruh Harga dan Ulasan dalam Penjualan Game
	Jamil dan Sulianta menggunakan K-Means untuk menganalisis pengaruh harga dan ulasan terhadap penjualan video game, menunjukkan bahwa faktor eksternal seperti ulasan pengguna dapat mempengaruhi penjualan [9].
	2.8  Pemanfaatan Regresi Berganda
	Sari et al. mengembangkan model regresi berganda untuk menganalisis faktor-faktor yang mempengaruhi penjualan produk digital, termasuk video game [10].
	2.9  Pengaruh Popularitas Platform terhadap Penjualan
	Handayani et al. (2023) membahas bagaimana preferensi pengguna terhadap platform game (seperti PS, Xbox, atau PC) turut memengaruhi prediksi penjualan [11].
	2.10    Implementasi XGBoost dalam Prediksi Penjualan
	Ramadhani et al. menunjukkan keunggulan XGBoost dibandingkan Linear Regression untuk prediksi penjualan produk retail yang datanya kompleks [12].
	3. Metode Penelitian
	1
	2
	3
	3.1 Algoritma Linear Regression

	Linear regression adalah salah satu teknik machine learning yang digunakan untuk memodelkan hubungan antara variabel independen (fitur) dengan variabel dependen (target) yang bersifat kontinu.
	Dengan menggunakan linear regression, kita bisa memperoleh wawasan tentang pengaruh masing-masing faktor terhadap penjualan global dan membuat prediksi yang berguna untuk keputusan bisnis di masa depan
	3.2 Dataset

	Dataset diperoleh dari situs Kaggle melalui tautan:
	https://www.kaggle.com/datasets/anandshaw2001/video-game-sales
	Dataset ini berisi informasi penjualan video game dari berbagai platform dan wilayah, serta data tambahan seperti tahun rilis dan genre
	Gambar 1 Dataset mentah
	 Jumlah baris: 1.659 baris
	 Jumlah kolom: 11 kolom
	 Nama kolom dan tipe datanya:
	o Rank — Integer
	o Name — String
	o Platform — String
	o Year — Float/Integer (tergantung isian)
	o Genre — String
	o Publisher — String
	o NA_Sales — Float (penjualan di North America dalam juta unit)
	o EU_Sales — Float (penjualan di Europe dalam juta unit)
	o JP_Sales — Float (penjualan di Japan dalam juta unit)
	o Other_Sales — Float (penjualan di wilayah lain)
	o Global_Sales — Float (penjualan global)
	3.3 Preprocessing Dataset

	Sebelum data digunakan dalam proses pemodelan atau analisis, diperlukan tahap preprocessing atau pra-pemrosesan data. Tahap ini sangat penting untuk memastikan bahwa data yang digunakan bersih, relevan, dan dalam format yang dapat dipahami oleh algori...
	1. Menghapus baris dengan nilai kosong di kolom Year dan Publisher Nilai kosong (missing values) pada kolom tahun rilis (Year) dan penerbit (Publisher) dapat menyebabkan error atau bias dalam proses pelatihan model. Oleh karena itu, baris-baris yang m...
	2. Memilih fitur: Year, Platform, Genre dan target: Global_Sales Dari keseluruhan dataset, hanya kolom yang relevan dengan tujuan prediksi yang dipilih. Kolom Year, Platform, dan Genre dipilih sebagai fitur (variabel independen) yang diasumsikan berpe...
	3. Melakukan encoding terhadap kolom kategori (Platform dan Genre) menggunakan one-hot encoding Algoritma seperti Linear Regression hanya dapat memproses input numerik. Karena Platform dan Genre merupakan data kategori (teks), maka dilakukan one-hot e...
	4. Hasil dan Pembahasan
	4
	4.1 Pengujian Dataset

	Untuk menguji seberapa baik model Linear Regression memprediksi nilai Global_Sales, dilakukan serangkaian langkah berikut:
	4.1.1 Pemilahan Fitur dan Target
	4.1.2 Split Data untuk Training dan Testing Dataset kemudian dibagi menjadi dua bagian, yaitu:

	Gambar 2 Splitting Data
	4.1.3 Mencari Nilai Koefisien

	Sebelum menghitung menggunakan rumus Linear Regression yaitu mencari koefisien tiap fitur dan disini kami menggunakan bantuan Google Collaboratory dan diapatkan hasilnya seperti gambar dibawah:
	Gambar 3 Hasil koefisien tiap fitur
	4.1.4 Pelatihan Model Linear Regression

	Gambar 4 Uji model
	Setelah proses ini, model siap digunakan untuk melakukan prediksi pada data uji (X_test), dan hasil prediksinya dapat dibandingkan dengan nilai sebenarnya (Y_test) untuk mengevaluasi kinerja model menggunakan metrik seperti Mean Squared Error (MSE), M...
	4.1.5 Evaluasi Model Linear  Regression

	Sebelumnya model telah dievaluasi dengan bantuan Google Collaboratory untuk menghitung nilai-nilai akurasi seberapa baik modelnya dan didapatkan nilainya seperti gambar dibawah.
	Gambar 5 Evaluasi model
	4.2 Rumus Metode

	Setelah proses pelatihan model menggunakan algoritma Linear Regression, langkah selanjutnya adalah memahami bagaimana model menghasilkan prediksi secara matematis. Linear Regression memprediksi nilai target (dalam hal ini Global_Sales) berdasarkan kom...
	4.3 Uji Coba Perhitungan Dataset

	Misalkan kita ingin memprediksi Global_Sales untuk sebuah game dengan ciri sebagai berikut:
	Maka fitur one-hot encoding yang aktif:
	Substitusi ke dalam rumus:
	Perhitungan:
	Gabungkan hasil:
	4.4 Hasil  Dataset

	Setelah proses pelatihan model selesai dilakukan, tahap selanjutnya adalah menguji dataset untuk menghasilkan prediksi nilai Global_Sales. Dataset yang telah melalui proses preprocessing kemudian digunakan untuk menghasilkan prediksi menggunakan model...
	Berikut adalah cuplikan hasil prediksi Global_Sales dari model terhadap 5 data pertama serta beberapa data di bagian akhir:
	Gambar 6 Hasil prediksi menggunakan model
	Setelah mengetahui nilai prediksi kita bandingkan dengan nilai aktualnya dan didapatkan hasilnya seperti gambar grafik dibawah
	Gambar 7 Perbandingan nilai aktual vs nilai predikasi
	5 Kesimpulan dan Saran
	5.1 Kesimpulan
	5.2 Saran

	Langkah selanjutnya dapat berupa:
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	2. Kajian Pustaka dan pengembangan hipotesis
	2.1.  Sistem Informasi
	Sistem informasi merupakan suatu mekanisme terstruktur yang memanfaatkan teknologi untuk mengelola, menyimpan, dan menyebarkan informasi yang diperlukan dalam proses operasional dan pengambilan keputusan di suatu organisasi. Dalam konteks pelayanan p...
	2.3.  Pengaduan Masyarakat
	Pengaduan dari masyarakat merupakan bentuk umpan balik yang penting bagi pemerintah dalam mengevaluasi dan meningkatkan kualitas layanan yang diberikan. Proses pengaduan secara digital memungkinkan masyarakat menyampaikan keluhan mereka dengan lebih m...
	2.4.  Sistem Berbasis Web
	3. Metode Penelitian
	3.1. Teknik Pengumpulan Data
	4. Hasil dan Pembahasan
	4.1.  Perancangan Sistem
	4.3.  Pengembangan dan Implementasi Sistem
	Setelah tahapan rancangan selesai, maka dibuatlah desain antarmuka yang akan digunakan. Yaitu meliputi :
	Pada tampilan beranda, pengguna disambut dengan pesan selamat datang yang menginformasikan bahwa ini adalah sistem layanan pengaduan masyarakat. Di halaman ini tersedia dua pilihan utama yaitu tombol “Login” dan “Daftar” untuk mengakses atau membuat a...
	Gambar 4. Tampilan menu utama
	Pengguna baru dapat mengisi informasi pribadi mereka untuk membuat akun. Formulir pendaftaran mencakup isian nama lengkap, NIK, nomor telepon, email, dan alamat. Setelah semua data dimasukkan, pengguna dapat menekan tombol “Simpan” untuk menyelesaikan...
	Gambar 5. Halaman Pendaftaran
	Pengguna yang sudah terdaftar dapat masuk melalui halaman ini dengan mengisi alamat email dan kata sandi pada form yang disediakan. Jika sudah maka pengguna dapat langsung menekan tombol “Login” di bagian bawah untuk melanjutkan ke dashboard pengguna.
	Gambar 6. Halaman Login
	Setelah login, pengguna diarahkan ke dashboard yang berisi beberapa menu navigasi. Pada bagian formulir pengaduan, masyarakat bisa menuliskan keluhan, menyertakan tanggal kejadian, serta mengunggah bukti pendukung dalam bentuk file. Tombol ”Kirim” dig...
	Gambar 7. Formulir Pengaduan
	Di halaman ini, pengguna dapat melihat daftar pengaduan yang telah dikirim. Tabel laporan menampilkan tanggal pengaduan, foto bukti, status laporan (seperti “Belum Dikonfirmasi”), serta dua tombol aksi yakni “Edit” dan “Hapus” untuk memodifikasi atau ...
	Gambar 8. Tampilan Status Laporan Pengaduan
	Pada tampilan ini, sistem menyajikan data pengaduan masyarakat dalam bentuk tabel terstruktur. Setiap entri mencakup urutan laporan, tanggal masuk, NIK pelapor, isi aduan, foto pendukung, serta dua tombol tindakan: "Konfirmasi" dan "Tolak". Fungsi hal...
	.
	Gambar 9. Tampilan Menu Tanggapan Pengaduan
	Halaman ini memperlihatkan isi laporan secara detail. Informasi yang tersedia meliputi tanggal pengaduan, foto bukti yang dikirimkan oleh pelapor, dan deskripsi keluhan. Di bagian bawah, terdapat tombol “Balas” untuk memungkinkan admin memberikan resp...
	Gambar 10. Tampilan Detail Laporan
	Halaman ini menunjukkan antarmuka tempat admin menyusun tanggapan terhadap laporan masyarakat. Admin dapat melihat ulang data laporan seperti tanggal kejadian dan foto, lalu mengetik balasan yang relevan di kolom yang disediakan. Setelah selesai, tang...
	Gambar 11. Tampilan Halaman Balasan Admin
	Halaman ini menyajikan rekapitulasi laporan yang telah diproses oleh admin. Tabel menampilkan informasi seperti tanggal laporan, nama pelapor, foto bukti, dan status yang menunjukkan bahwa laporan telah dikonfirmasi. Tampilan ini mempermudah admin unt...
	Gambar 12. Tampilan Rekap Pengaduan
	5. Kesimpulan dan Saran
	5.1.  Kesimpulan
	Berdasarkan hasil penelitian, aplikasi pengaduan masyarakat berbasis web telah berhasil diimplementasikan sebagai media komunikasi antara masyarakat dan pemerintah untuk meningkatkan efektivitas pelayanan publik. Aplikasi ini memudahkan masyarakat dal...
	5.2.  Saran
	Untuk pengembangan penelitian di masa yang mendatang, diharapkan penelitian ini bisa dianalisis lebih lanjut serta dikomparasikan atau digabungkan dengan berbagai macam metode lainnya. Pendekatan ini diharapkan dapat menghasilkan nilai yang lebih akur...
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	Abstrak
	Ketersediaan data yang akurat mengenai produksi beras sangat mempengaruhi ketahanan pangan nasional. Studi ini mengusulkan pendekatan prediktif menggunakan algoritma K-Nearest Neighbor (KNN) dan data produksi historis dari BPS dari tahun 2018 hingga 2...
	Kata kunci: prediksi produksi padi, machine learning, KNN, data BPS, pertanian digital
	1. Pendahuluan
	Indonesia telah lama dikenal sebagai negara dengan fondasi ekonomi yang kuat di sektor pertanian. Dalam sektor ini, padi menempati posisi yang sangat penting karena menjadi makanan pokok mayoritas penduduk. Maka dari itu, menjaga stabilitas dan kesin...
	Sejalan dengan kemajuan teknologi informasi, muncul berbagai alternatif pendekatan untuk membantu mengantisipasi masalah tersebut. Salah satu yang mulai banyak digunakan adalah penerapan kecerdasan buatan atau Artificial Intelligence (AI), khususnya d...
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	Sejumlah penelitian sebelumnya telah membuktikan bahwa KNN memiliki efektivitas yang cukup tinggi ketika diterapkan di sektor pertanian. Misalnya, KNN digunakan untuk memperkirakan harga beras di pasar domestik [4], memprediksi hasil panen jagung di w...
	Berdasarkan latar belakang tersebut, penelitian ini dilakukan untuk mengimplementasikan algoritma KNN guna memprediksi produksi padi nasional Indonesia. Data yang digunakan bersumber dari Badan Pusat Statistik (BPS) untuk periode 2018 hingga 2023. Har...
	Kontribusi utama dari studi ini adalah membuktikan bahwa metode sederhana seperti KNN masih sangat layak digunakan dalam konteks prediksi deret waktu (time series) untuk data produksi pangan. Selain itu, penelitian ini juga mengevaluasi sejauh mana mo...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1. Produksi Padi di Indonesia
	Produksi padi nasional setiap tahunnya menunjukkan pola fluktuatif yang dipengaruhi oleh faktor alam seperti cuaca ekstrem dan musim tanam, serta faktor teknis seperti ketersediaan pupuk, tenaga kerja, dan infrastruktur irigasi [1]. Menurut data BPS, ...
	2.2. Kecerdasan Buatan dan Machine Learning dalam Pertanian
	Kecerdasan buatan (AI) telah menjadi salah satu solusi utama dalam transformasi digital sektor pertanian. Machine learning, sebagai salah satu cabang AI, memungkinkan sistem belajar dari data historis tanpa harus diprogram secara eksplisit [3]. Teknol...
	2.3. Algoritma K-Nearest Neighbor (KNN)
	K-Nearest Neighbor (KNN) merupakan salah satu algoritma dalam supervised learning yang bekerja dengan prinsip dasar kemiripan antar data. Inti dari metode ini adalah membandingkan data baru dengan sejumlah data historis yang paling mirip (tetangga ter...
	Keunggulan lain dari algoritma ini adalah sifatnya yang fleksibel dan adaptif terhadap berbagai bentuk data tanpa perlu asumsi distribusi. Menurut Cunningham dan Delany (2021), KNN dikategorikan sebagai algoritma lazy learning, yaitu tidak melakukan p...
	2.4. Penelitian Terkait
	Beberapa penelitian sebelumnya telah menunjukkan bahwa KNN dapat digunakan untuk memprediksi produksi pertanian dengan tingkat akurasi yang tinggi. Kartika (2021) berhasil memprediksi produksi jagung di Gorontalo dengan akurasi 92,83% menggunakan meto...
	3. Metode Penelitian
	Penelitian ini dilaksanakan dengan pendekatan kuantitatif dan menggunakan metode eksperimen berbasis data deret waktu (time series). Fokus utamanya adalah membangun model prediksi produksi padi nasional melalui pemanfaatan algoritma K-Nearest Neighbor...
	3.1. Sumber Data
	Data yang digunakan berasal dari sumber resmi, yaitu Badan Pusat Statistik (BPS), yang menyediakan laporan produksi padi nasional secara tahunan. Informasi ini mencakup periode enam tahun, mulai dari 2018 hingga 2023 [1]. Sumber data ini terbagi dalam...
	3.2. Pra-pemrosesan Data
	Pra-pemrosesan dilakukan dengan pembersihan format angka yang tidak seragam, termasuk konversi ke tipe numerik dan penghapusan tanda pemisah ribuan. Selain itu, ditambahkan fitur baru “Tahun Relatif”, yang dihitung berdasarkan selisih terhadap tahun p...
	Proses normalisasi juga menjadi tahap penting karena perhitungan jarak dalam KNN sangat sensitif terhadap skala. Oleh karena itu, semua variabel dinormalisasi menggunakan metode StandardScaler untuk mencegah dominasi fitur tertentu dalam penghitungan ...
	3.3. Perancangan Model KNN
	Model yang dikembangkan dalam penelitian ini menggunakan pendekatan regresi dari algoritma K-Nearest Neighbor (KNN). Pemilihan metode regresi berbasis KNN dipertimbangkan karena kemampuannya dalam menangkap pola historis secara langsung tanpa membentu...
	Untuk mengukur kedekatan antar data, digunakan rumus Euclidean distance, yaitu salah satu metode perhitungan jarak yang paling umum digunakan dalam algoritma KNN [3]. Dalam konteks ini, semakin dekat jarak antar titik, maka semakin besar pengaruh nila...
	Proses implementasi dilakukan menggunakan pustaka scikit-learn dalam bahasa pemrograman Python. Library ini dipilih karena menyediakan beragam fungsi machine learning yang siap pakai dan telah banyak digunakan dalam riset akademik dan industri. Datase...
	Setelah proses pelatihan selesai, model digunakan untuk memprediksi produksi padi nasional untuk dua tahun mendatang, yakni tahun 2024 dan 2025. Pendekatan ini dirancang agar tetap sederhana namun adaptif, sehingga cocok diterapkan pada data berukuran...
	3.4. Evaluasi Model
	Untuk mengukur sejauh mana model mampu melakukan prediksi secara akurat, digunakan dua metrik utama:
	a. Mean Squared Error (MSE), yaitu dengan mengukur rata-rata dari selisih kuadrat antara nilai prediksi dan nilai aktual. Semakin kecil nilai MSE, semakin baik performa model.
	b. R² Score (Koefisien Determinasi), dengan menunjukkan seberapa besar variasi data yang dapat dijelaskan oleh model. Nilai mendekati 1 mengindikasikan kualitas model yang baik.
	3.5. Visualisasi
	Visualisasi hasil prediksi dilakukan melalui grafik garis yang menunjukkan tren aktual dan estimasi dua tahun ke depan. Area bayangan sebesar ±5% ditambahkan sebagai representasi margin ketidakpastian. Teknik visual seperti ini juga digunakan dalam st...
	4. Hasil dan Pembahasan
	4.1. Ringkasan Data Produksi Padi Nasional
	Setelah model prediksi dibangun menggunakan pendekatan K-Nearest Neighbor (KNN), dilakukan pengujian terhadap data produksi padi nasional. Hasil prediksi menunjukkan bahwa pada tahun 2024 dan 2025, produksi padi diperkirakan berada dalam kisaran yang ...
	Perkiraan hasil prediksi tersebut dapat dilihat pada Tabel 1 berikut:
	Tabel 1. Hasil prediksi produksi padi nasional tahun 2024–2025
	Untuk melihat seberapa baik model KNN dibandingkan dengan pendekatan lain, dilakukan evaluasi komparatif terhadap beberapa metrik performa. Selain KNN, model Regresi Linier digunakan sebagai pembanding. Masing-masing model dievaluasi menggunakan akura...
	Tabel 2. Perbandingan performa model KNN dan regresi linier
	Terlihat bahwa KNN memiliki keunggulan signifikan di setiap aspek pengukuran. Dengan performa lebih konsisten dan adaptif, model ini dianggap lebih mampu membaca variasi data historis dibanding regresi linier, terutama pada data dengan kecenderungan t...
	4.2. Hasil Prediksi Menggunakan KNN
	Hasil prediksi yang diperoleh dari pemodelan menggunakan algoritma K-Nearest Neighbor (KNN) regresi dengan parameter K = 2 menunjukkan estimasi produksi padi nasional yang relatif stabil. Untuk tahun 2024, produksi diperkirakan mencapai sekitar 54,2 j...
	Salah satu kekuatan dari pendekatan KNN adalah kemampuannya mempertahankan kontinuitas tren historis tanpa memaksakan pola linier atau menghasilkan nilai ekstrem yang tidak realistis. Tidak seperti beberapa metode prediksi lain yang cenderung memaksak...
	Model ini juga menunjukkan bahwa pendekatan sederhana tidak selalu berarti kurang efektif. Justru dengan mempertahankan struktur prediksi yang mengikuti “logika alami” dari data, hasil yang diperoleh dapat lebih dipercaya dan mudah dicerna oleh para p...
	Untuk memberikan gambaran visual yang lebih komprehensif, dibuat grafik prediksi berikut:
	Gambar 1. Visualisasi hasil prediksi produksi padi nasional dengan algoritma KNN
	Pada grafik terlihat bahwa garis tren prediksi berada dalam kisaran yang wajar dan sesuai dengan pola historis. Rentang bayangan sebesar ±5% ditambahkan untuk mencerminkan tingkat ketidakpastian prediksi. Elemen ini penting untuk menunjukkan bahwa pre...
	4.3. Evaluasi Akurasi Model
	Penilaian terhadap akurasi model dilakukan dengan menggunakan dua indikator utama: Mean Squared Error (MSE) dan Koefisien Determinasi (R² Score). Hasil evaluasi menunjukkan bahwa MSE cukup rendah, yang berarti kesalahan prediksi relatif kecil. Sedangk...
	Dengan hasil tersebut, KNN terbukti cukup andal dalam membangun model prediktif berbasis deret waktu. Meski tergolong metode sederhana, model ini terbukti bekerja baik pada dataset kecil hingga sedang, yang umum dijumpai dalam analisis produksi pertan...
	4.4. Analisis Visualisasi Hasil Prediksi
	Hasil prediksi yang divisualisasikan pada Gambar 1 memperlihatkan bagaimana model KNN mampu mengikuti pola produksi padi secara historis dengan cukup presisi. Kurva prediksi tampak sejajar dan menyatu dengan tren data aktual, menunjukkan bahwa model t...
	Penting untuk dicatat bahwa dalam visualisasi tersebut, terdapat area bayangan dengan rentang toleransi ±5% dari nilai prediksi. Rentang ini tidak hanya berfungsi sebagai dekorasi grafik, melainkan sebagai representasi dari margin ketidakpastian dalam...
	Visualisasi semacam ini juga memiliki nilai edukatif bagi pembaca non-teknis. Dengan hanya melihat grafik, bahkan mereka yang tidak memahami detail algoritma pun dapat memahami bahwa proyeksi tidak bersifat mutlak. Ini menjadikan pendekatan visual seb...
	4.5. Pembandingan dengan Penelitian Sebelumnya
	Temuan dalam penelitian ini memiliki konsistensi dengan hasil penelitian sebelumnya. Misalnya, studi Kartika (2021) membuktikan bahwa algoritma KNN mampu memprediksi hasil panen jagung dengan tingkat akurasi mencapai 92,83% [1]. Sementara itu, penelit...
	Kesamaan hasil ini memperkuat bahwa algoritma KNN memang sangat sesuai digunakan dalam konteks prediksi agrikultur, khususnya untuk data deret waktu dengan pola yang cukup berulang. Metode ini menawarkan keseimbangan antara kemudahan implementasi dan ...
	5. Kesimpulan dan Saran
	5.1. Kesimpulan
	Penelitian ini menunjukkan bahwa algoritma K-Nearest Neighbor (KNN) dapat digunakan secara efektif untuk melakukan prediksi produksi padi nasional berbasis data historis. Dengan menggunakan data produksi dari tahun 2018 hingga 2023 yang diperoleh dari...
	Evaluasi model menggunakan Mean Squared Error (MSE) dan R² Score memperlihatkan bahwa model memiliki tingkat akurasi yang cukup tinggi, dengan nilai R² mencapai 0,88. Hasil ini memperkuat keandalan KNN sebagai metode prediksi yang sederhana namun efek...
	5.2. Saran
	Meskipun model KNN memberikan hasil yang cukup baik, terdapat beberapa hal yang dapat dikembangkan lebih lanjut. Pertama, untuk prediksi jangka panjang atau data dengan pola yang lebih kompleks, disarankan untuk membandingkan KNN dengan algoritma lain...
	Kedua, model prediksi dapat ditingkatkan dengan menambahkan variabel independen lain seperti curah hujan, luas tanam, dan harga pupuk untuk membangun model multivariat. Dengan demikian, sistem prediksi tidak hanya bergantung pada data tahun dan produk...
	Terakhir, sistem prediksi ini memiliki potensi untuk diimplementasikan sebagai alat bantu pengambilan keputusan di tingkat pemerintah daerah atau kementerian terkait. Oleh karena itu, integrasi dengan sistem informasi geografis (SIG) atau dashboard in...
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	Abstrak
	Penelitian ini membahas penerapan algoritma Decision Tree dalam menganalisis data tren hijab di Indonesia. Dataset yang digunakan merupakan data fiktif yang dirancang menyerupai kondisi pasar nyata, dengan atribut meliputi bahan, warna, panjang, dan m...
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	1. Pendahuluan
	Industri fashion muslimah di Indonesia menunjukkan pertumbuhan yang signifikan dalam beberapa tahun terakhir, seiring dengan meningkatnya minat masyarakat terhadap produk hijab yang variatif. Hijab tidak lagi sekadar simbol religius, melainkan telah b...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                      ISSN: 2715-9426
	Di tengah perubahan dinamika pasar yang cepat, pelaku usaha di industri fesyen muslimah dihadapkan pada kebutuhan untuk memahami selera konsumen secara lebih akurat dan adaptif. Faktor-faktor seperti kenyamanan bahan, kecocokan warna, model kekinian, ...
	Kemajuan teknologi informasi telah mendorong lahirnya berbagai pendekatan analitik yang lebih terstruktur. Salah satunya adalah penggunaan algoritma klasifikasi, seperti Decision Tree, yang dikenal karena kemampuannya dalam mengidentifikasi pola dari ...
	Penelitian ini dilakukan untuk menganalisis tren preferensi hijab dengan menggunakan pendekatan data mining melalui algoritma Decision Tree. Tujuan utama penelitian adalah untuk mengetahui kombinasi atribut hijab yang paling diminati oleh konsumen ber...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1 Tren Hijab di Indonesia
	Indonesia, sebagai negara dengan mayoritas penduduk Muslim, melihat pertumbuhan industri mode muslim, terutama hijab, yang pesat. Hijab tidak hanya dianggap sebagai simbol religius lagi, tetapi sekarang menjadi bagian dari gaya hidup dan tren mode y...
	2.2 Algoritma Decision Tree (Pohon Keputusan)
	Algoritma Decision Tree merupakan salah satu teknik dalam machine learning yang dimanfaatkan untuk melakukan proses klasifikasi serta membuat prediksi berdasarkan data yang tersedia. Model ini bekerja dengan membagi dataset ke dalam cabang-cabang berd...
	2.3 Visualisasi Data untuk Pemahaman Pola
	Visualisasi data sangat penting untuk membuat hasil analisis lebih mudah dipahami dan mudah dipahami.[9] Untuk menunjukkan pengaruh atribut terhadap klasifikasi hijab dalam proyek ini, digunakan visualisasi seperti grafik batang, matrix confusion, d...
	3. Metode Penelitian
	Penelitian ini dilakukan untuk menggali pola tren penggunaan hijab di Indonesia dengan memanfaatkan pendekatan data mining, khususnya algoritma Decision Tree.
	3.1 Pendekatan Penelitian
	Penelitian ini mengadopsi pendekatan kuantitatif dengan metode eksploratif untuk mengidentifikasi pola dan kecenderungan dalam data terkait pemilihan hijab. Analisis difokuskan pada hubungan antara atribut seperti bahan, warna, panjang, dan motif deng...
	3.2 Sumber dan Jenis Data
	Data yang digunakan bersifat simulatif dan dibuat menyerupai kondisi nyata di pasar hijab Indonesia. Dataset terdiri dari beberapa atribut input seperti jenis bahan (contoh: katun, sifon), warna (terang, gelap, pastel), panjang hijab (pendek, sedang, ...
	3.3 Perancangan dan Implementasi Sistem
	Sistem informasi yang dibangun dalam penelitian ini bertujuan untuk menampilkan dan menganalisis tren pencarian jenis hijab di Indonesia berdasarkan data historis dari Google Trends. Seluruh proses dikembangkan menggunakan platform Google Colab dengan...
	1. Visualisasi Tren Waktu
	Data Google Trends dimanfaatkan untuk melihat dinamika pencarian terhadap empat jenis hijab: Pashmina, Turban, Instan, dan Segiempat. Visualisasi dilakukan menggunakan matplotlib dalam bentuk grafik garis. Hasilnya menunjukkan lonjakan signifikan pada...
	2. Analisis Hubungan Antar Jenis Hijab
	Analisis keterkaitan antarjenis hijab dilakukan menggunakan fungsi korelasi dari pustaka Pandas, lalu divisualisasikan dalam bentuk heatmap menggunakan Seaborn. Korelasi tinggi terlihat antara Pashmina dengan Instan (0,67) dan Segiempat (0,61), menand...
	3. Klasifikasi Popularitas
	Model klasifikasi dikembangkan untuk menentukan apakah hijab Pashmina tergolong populer atau tidak. Evaluasi hasil prediksi ditampilkan melalui confusion matrix, yang menunjukkan bahwa sistem mampu mengklasifikasikan data secara moderat, dengan 13 pre...
	3.4 Alat dan Perangkat Lunak
	Penelitian ini memanfaatkan bahasa pemrograman Python dengan berbagai pustaka pendukung untuk proses pengembangan dan analisis data. Google Colab dipilih sebagai platform utama karena berbasis cloud, mendukung kolaborasi, serta memungkinkan eksekusi k...
	4. Hasil dan Pembahasan
	Bagian ini menjelaskan tahapan-tahapan yang dilakukan selama proses penelitian, mulai dari penyusunan dataset hingga analisis hasil.
	4.1 Pembuatan Dataset dan Proses Pra-pemrosesan
	Langkah pertama penelitian dimulai dengan pembuatan dataset simulatif yang mencerminkan karakteristik pasar hijab di Indonesia. Dataset ini mencakup atribut masukan seperti bahan, warna, panjang, dan motif, serta label target berupa jenis hijab, yait...
	4.2 Evaluasi Performa Model
	Model yang telah dilatih kemudian diuji menggunakan data pengujian untuk menilai kinerjanya. Evaluasi dilakukan melalui penghitungan akurasi, confusion matrix, dan classification report. Berdasarkan evaluasi ini, ditemukan bahwa atribut warna memiliki...
	4.3 Visualisasi Hasil Analisis
	Untuk memperkuat pemahaman terhadap hasil analisis, digunakan beberapa bentuk visualisasi yang telah ditampilkan pada bagian sebelumnya. Visualisasi tersebut terdiri dari:
	1. Grafik tren pencarian Google yang menunjukkan pola fluktuasi popularitas masing-masing jenis hijab selama periode 2022–2025.
	2. Heatmap korelasi antar jenis hijab, yang memperlihatkan hubungan antara volume pencarian jenis-jenis hijab tertentu.
	3. Confusion matrix, yang digunakan untuk mengevaluasi hasil klasifikasi popularitas hijab pashmina.
	Ketiga visualisasi ini memberikan gambaran menyeluruh mengenai pola tren, hubungan antar jenis hijab, serta performa model prediktif yang digunakan. Dengan bantuan visualisasi ini, hasil penelitian menjadi lebih mudah dipahami baik oleh kalangan tekni...
	Gambar 4.1 Grafik Tren Pencarian Google
	Berdasarkan hasil analisis data Google Trends dari tahun 2022 hingga awal 2025 menunjukkan bahwa Hijab Pashmina consistently memiliki tingkat pencarian yang lebih tinggi dibandingkan jenis hijab lainnya seperti Turban, Instan, dan Segiempat. Lonjakan ...
	Sebaliknya, pencarian untuk hijab Turban, Instan, dan Segiempat relatif stabil dan cenderung rendah, meskipun Segiempat sedikit lebih unggul dari dua jenis lainnya. Tidak terlihat adanya peningkatan tajam dalam popularitas ketiganya. Secara keseluruha...
	Gambar 4.2 Headmap Korelasi Antar Jenis Hijab
	Gambar di atas menyajikan visualisasi heatmap yang menampilkan tingkat korelasi antara popularitas empat jenis hijab, yaitu Pashmina, Turban, Instan, dan Segiempat, berdasarkan koefisien Pearson. Nilai korelasi yang tinggi menunjukkan pola tren yang s...
	Hasil analisis menunjukkan bahwa Hijab Pashmina memiliki korelasi kuat dengan Hijab Instan (0,67) dan Segiempat (0,61), mengindikasikan kemiripan tren popularitas di antara ketiganya. Sementara itu, Hijab Turban menunjukkan korelasi rendah terhadap je...
	Gambar 4.3 Confusion Matrix
	Gambar tersebut memperlihatkan confusion matrix digunakan untuk mengukur performa model dalam mengklasifikasikan tingkat popularitas Hijab Pashmina. Matriks ini membandingkan antara nilai aktual dan hasil prediksi dalam dua kategori, yakni "Populer" d...
	Namun demikian, masih terdapat kekeliruan klasifikasi, yaitu 4 data yang seharusnya termasuk "Tidak Populer" namun diprediksi sebagai "Populer" (false positive), serta 6 data "Populer" yang keliru diprediksi sebagai "Tidak Populer" (false negative). S...
	4.4 Interpretasi dan Dampak Temuan
	Hasil analisis menunjukkan bahwa warna merupakan faktor utama dalam menentukan pilihan jenis hijab oleh konsumen, yang mencerminkan pentingnya preferensi visual dalam konteks mode hijab. Panjang hijab berada di posisi kedua dalam memengaruhi keputusan...
	5. Kesimpulan dan Saran
	5.1 Kesimpulan
	a. Berdasarkan analisis yang dilakukan, algoritma Decision Tree terbukti efektif dalam mengidentifikasi pola tren hijab di Indonesia. Model ini mampu mengaitkan atribut produk seperti bahan, warna, panjang, dan motif dengan preferensi jenis hijab seca...
	b. Proses evaluasi dilakukan dengan mengukur akurasi dan menggunakan visualisasi seperti confusion matrix serta diagram pohon keputusan. Hasil evaluasi menunjukkan kinerja model yang cukup baik, khususnya dalam membedakan hijab jenis instan dan pashmi...
	c. Pendekatan analitik berbasis data ini memberikan wawasan strategis bagi pelaku industri fashion muslimah, dengan menyediakan pemahaman mendalam mengenai preferensi konsumen. Penelitian ini juga berkontribusi dalam menunjukkan peran teknologi inform...
	d. Secara umum, proyek ini berhasil menggabungkan konsep klasifikasi dan teknik visualisasi data untuk menciptakan solusi analitik yang dapat diterapkan langsung. Diharapkan, hasil riset ini menjadi pijakan bagi studi lebih lanjut maupun pengembangan ...
	5.2 Saran
	a. Berdasarkan hasil analisis dan eksperimen yang dilakukan, dapat disimpulkan bahwa algoritma Decision Tree efektif dalam mengeksplorasi pola tren hijab di Indonesia. Metode ini mampu mengaitkan atribut-atribut produk seperti bahan, warna, panjang, d...
	b. Evaluasi model dilakukan menggunakan metrik akurasi serta dukungan visualisasi seperti confusion matrix dan struktur pohon keputusan. Model ini menunjukkan performa yang cukup baik dalam mengklasifikasikan jenis hijab, khususnya dalam membedakan an...
	c. Pendekatan data-driven ini memberikan kontribusi strategis bagi industri fashion muslimah, karena dapat membantu memahami preferensi konsumen secara lebih mendalam. Selain memiliki nilai praktis untuk pengembangan sistem informasi yang responsif te...
	d. Secara keseluruhan, penelitian ini berhasil menggabungkan metode klasifikasi dan teknik visualisasi data untuk menghasilkan solusi analitik yang dapat diterapkan langsung dalam dunia nyata. Diharapkan, penelitian ini menjadi dasar pijakan bagi stud...
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	Abstrak
	Sistem informasi berperan penting dalam mendukung kegiatan operasional Chiko Petshop. Audit Sistem Informasi menjadi langkah penting untuk memastikan sistem yang digunakan dalam aktivitas bisnis berjalan secara optimal dan aman. Studi ini dilakukan di...
	Kata kunci: Audit Sistem Informasi, COBIT, Petshop, Backup Data
	1. Pendahuluan
	Sistem informasi memiliki peran vital dalam mendukung kelancaran operasional bisnis, termasuk usaha kecil seperti petshop. Petshop sendiri merupakan jenis usaha ritel yang menyediakan kebutuhan hewan peliharaan serta layanan seperti penitipan dan pera...
	Penerapan sistem informasi yang optimal dapat membantu menampilkan data stok secara langsung (real-time), mempercepat transaksi, dan meningkatkan pengalaman pelanggan. Namun, usaha kecil sering kali menghadapi hambatan, seperti kesalahan dalam pengelo...
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	Untuk mengatasi hal tersebut, diperlukan audit sistem informasi guna menilai sejauh mana sistem mendukung aktivitas bisnis, melindungi data, dan menjamin kelancaran proses digital. Audit ini juga bertujuan memastikan sistem dikelola sesuai dengan stan...
	Penelitian ini bertujuan menilai kapabilitas sistem informasi di sebuah petshop dengan menggunakan framework COBIT, fokus pada domain Deliver, Service, and Support (DSS), Align, Plan, and Organize (APO), serta Build, Acquire, Implement (BAI). Adapun p...
	Kontribusi dari studi ini adalah penyusunan rekomendasi strategis bagi pengembangan sistem informasi di sektor UMKM (Usaha Kecil, Mikro, dan Menengah), khususnya petshop. Dari sisi praktik, hasil penelitian ini diharapkan dapat membantu pelaku usaha m...
	2. Kajian Pustaka dan Pengembangan Hipotesis
	2.1.  Sistem Informasi
	Sistem informasi merupakan gabungan dari komponen - komponen teknologi informasi yang saling bekerjasama dan menghasilkan suatu informasi untuk memperoleh satu jalur komunikasi dalam suatu organisasi[5].
	2.2.  Sistem Informasi Penjualan
	Sistem informasi penjualan merupakan suatu sistem informasi yang mengorganisasikan serangkaian prosedur dan metode yang dirancang untuk menghasilkan, menganalisa, menyebarkan dan memperoleh informasi guna mendukung pengambilan keputusan mengenai penju...
	2.3.  Tata Kelola Teknologi Informasi
	Tata Kelola Teknologi Informasi mengacu pada rangkaian proses, kebijakan, dan praktik yang digunakan dalam mengelola dan mengendalikan aspek – aspek teknologi informasi dalam suatu organisasi. Tata Kelola Teknologi Informasi bertujuan untuk memastikan...
	2.4.  Framework COBIT
	Control Objective for Information and Related Technologies (COBIT) merupakan kerangka kerja penilaian SI yang bersifat generik, yang berarti COBIT dapat mengimplementasikan berbagai bentuk organisasi bisnis termasuk lembaga pendidikan tinggi, namun pe...
	2.5.  Penelitian Terdahulu
	Berbagai penelitian sebelumnya menunjukkan bahwa penggunaan COBIT dalam penilaian sistem informasi di organisasi kecil dan menengah dapat memberikan keuntungan besar dalam meningkatkan efisiensi serta pengelolaan TI, sebagai berikut:
	1. Dalam penelitian yang berjudul ”Audit Sistem Informasi Absensi Pada Kejaksaan Negeri Kota Bandung Menggunakan Framework COBIT 5”, menyatakan bahwa audit sistem informasi yang memanfaatkan COBIT dapat menemukan kekurangan dalam proses dan mendukung ...
	2. Dalam penelitian yang berjudul ”Audit Sistem Informasi Keuangan Kas Perumahan Pondok Kelapa Menggunakan Framework COBIT 2019”, menyampaikan bahwa penerapan kerangka kerja COBIT dapat memperkuat pengendalian internal dan meningkatkan keselarasan TI ...
	3. Dalam penelitian yang berjudul ”Aplikasi Pelayanan Prins Pet Shop Berbasis Android”, menekankan perlunya sistem informasi terintegrasi di sektor ritel hewan peliharaan guna meningkatkan ketepatan data dan persediaan dan kualitas pelayanan pelanggan...
	4. Dalam penelitian yang berjudul ”Perancangan Sistem Informasi Pengolahan Data Penjualan dan Pembelian Pada Milenia Pet Shop Padang Berbasis Web”, menyatakan bahwa sistem informasi penjualan dapat bekerja secara optimal jika didukung oleh pengelolaan...
	2.6.  Kerangka Konsep Penelitian
	Kerangka konsep penelitian ini menggambarkan keterkaitan antara sistem informasi penjualan di petshop dengan domain dan proses dalam kerangka COBIT yang mencakup:
	1. DSS01 (Manage Operations), menganalisis efisiensi pengelolaan operasional sistem TI yang berlangsung setiap hari.
	2. DSS02 (Manage Problems), mengukur keefektifan organisasi dalam mengelola masalah sistem informasi.
	3. APO12 (Manage Risk), mengevaluasi sejauh mana risiko TI dikenali serta diatur.
	4. BAI03 (Manage Solutions Identification and Build), menilai proses pengembangan dan penerapan solusi TI.
	2.7. Pengembangan Hipotesis
	Berdasarkan teori serta hasil penelitian sebelumnya, hipotesis yang dirumuskan adalah:
	1. H1: Pengelolaan Operasional (DSS01), memberikan dampak positif pada efisiensi operasional.
	2. H2: Pengelolaan Masalah (DSS03), memberikan dampak positif terhadap keberlanjutan layanan sistem informasi.
	3. H3: Pengelolaan Risiko (APO12), memberikan dampak positif pada efektivitas sistem informasi petshop.
	4. H4: Pengelolaan Identifikasi dan Pembangunan Solusi (BAI03), memberikan dampak positif pada keandalan sistem informasi.
	3. Metode Penelitian
	Penelitian ini menggunakan pendekatan studi kasus untuk mengevaluasi sistem informasi sebuah toko yang menyediakan kebutuhan hewan peliharaan. Tujuan dari penelitian ini adalah identifikasi masalah, melakukan penilaian terhadap kemampuan sistem saat i...
	3.1. Pendekatan Penelitian
	Penelitian ini menggunakan pendekatan kualitatif deskriptif, sebagaimana telah diterapkan dalam audit sistem informasi kampus dengan framework COBIT 5[9]. Pendekatan ini bertujuan untuk mengevaluasi kapabilitas sistem secara menyeluruh dengan kombinas...
	3.2. Tahapan Audit
	Tahapan audit sistem informasi disusun berdasarkan pendekatan COBIT 5 sebagaimana dikembangkan dalam penelitian terdahulu[10], yang meliputi:
	1. Identifikasi Masalah: Menentukan isu utama yang terdapat pada sistem informasi Chiko Petshop, yaitu stok tidak akurat, bug, akses terbatas, dan risiko kehilangan data.
	2. Studi Literatur: Mengkaji berbagai sumber pustaka mengenai framework COBIT 5 serta penelitian terdahulu yang relevan untuk mendukung kerangka konseptual penelitian.
	3. Pengumpulan Data: Data diperoleh melalui observasi langsung terhadap sistem informasi dan operasional toko, serta melalui wawancara dengan pemilik toko untuk memahami proses bisnis dan kendala yang dihadapi.
	4. Penentuan Domain: Menentukan domain – domain COBIT 5 yang paling relevan dengan permasalahan yang ditemukan, yaitu: DSS01 (Manage Operations), DSS03 (Manage Problems), APO12 (Manage Risk), dan BAI03 (Manage Solutions Identification and Build).
	5. Analisis dan Pengelolaan Data: Data yang telah dikumpulkan dianalisis menggunakan skala kapabilitas COBIT 5 untuk menilai kondisi saat ini (as-is). Selanjutnya dilakukan analisis kesenjangan (gap analysis) dengan membandingkan kondisi saat ini deng...
	6. Penyusunan Rekomendasi Solusi: Berdasarkan hasil analisis dan gap yang ditemukan, disusun rekomendasi solusi untuk meningkatkan efektivitas dan efisiensi sistem informasi Chiko Petshop.
	Tahapan penelitian ini divisualisasikan dalam diagram seperti berikut:
	Gambar 1. Tahapan Penelitian
	3.3. Teknik Pengumpulan Data
	Teknik pengumpulan data terdiri dari wawancara terstruktur, dokumentasi, dan observasi lapangan. Pendekatan ini merujuk pada metodologi audit sistem informasi perpustakaan yang menekankan pentingnya data untuk meningkatkan validitas hasil audit [12], ...
	1. Wawancara: Dilakukan dengan pemilik bisnis untuk memahami masalah utama.
	2. Dokumentasi: Analisis dokumentasi terkait seperti catatan stok dan log sistem.
	3. Observasi: Melihat langsung operasional sistem informasi untuk memastikan keakuratan data yang diperoleh.
	3.4. Analisis Data
	Analisis dilakukan dengan mengacu pada model kapabilitas COBIT 5 yang terdiri dari enam level (0-5), dengan evaluasi tiap proses berdasarkan capaian dan selisih antara kondisi saat ini dan ideal
	4. Hasil dan Pembahasan
	Penilaian sistem informasi di Chiko Petshop dilakukan untuk mengevaluasi sejauh mana sistem memenuhi kebutuhan operasional usaha. Dengan memanfaatkan pendekatan COBIT 2019, audit diarahkan pada sejumlah proses penting untuk menemukan masalah yang ada ...
	4.1.  Temuan Masalah
	Audit terhadap sistem informasi Chiko Petshop mengidentifikasi sejumlah permasalahan yang mempengaruhi kinerja operasional. Salah satu temuan utama adalah ketidaksesuaian antara data stok dalam sistem dengan kondisi real di gudang, yang disebabkan ole...
	Masalah lainnya berkaitan dengan pencadangan data yang belum berjalan maksimal akibat tidak tersedianya penjadwalan otomatis, sehingga meningkatkan potensi kehilangan data penting. Kurangnya perhatian terhadap backup rutin masih menjadi kelemahan umum...
	Sistem yang ada juga memiliki keterbatasan karena hanya mengizinkan satu pengguna aktif dalam satu waktu, sehingga menghambat kolaborasi tim dan menurunkan efisiensi kerja. Kebutuhan fitur multi-user berperan penting untuk mendukung akses simultan dan...
	Selain itu, tidak adanya audit trail untuk mencatat perubahan data barang menyulitkan proses monitoring dan mengurangi akurasi data.Tanpa pencatatan yang jelas, perubahan yang terjadi pada sistem sulit ditelusuri dan berpotensi menimbulkan kesalahan y...
	Dari sisi antarmuka, keterbatasan dalam menutup tab menu berdampak negatif terhadap kenyamanan pengguna, yang pada akhirnya mempengaruhi efektivitas penggunaan sistem.  Pada Tabel 1 menampilkan perbandingan antara keadaan sistem sekarang dengan keadaa...
	Tabel 1. Perbandingan kondisi
	4.2.  Evaluasi Proses Kapabilitas dengan COBIT
	Evaluasi terhadap kapabilitas sistem informasi Chiko Petshop mengacu pada kerangka COBIT 5, dengan fokus pada empat domain utama yang merepresentasikan aspek penting dalam pengelolaan TI.
	Domain DSS03 (Manage Problems) menilai sejauh mana sistem mampu merespons dan menangani permasalahan operasional guna menjaga kualitas layanan dan meminimalkan gangguan. Pengelolaan masalah yang baik berperan penting dalam menjaga stabilitas layanan T...
	Selanjutnya, DSS01 (Manage Operations) digunakan untuk mengukur konsistensi sistem dalam mendukung aktivitas operasional harian, sedangkan APO12 (Manage Risk) berfokus pada pengelolaan risiko TI secara terstruktur. Pendekatan sistematis dalam mitigasi...
	Penilaian menunjukkan sistem berada di level 1 (Performed), artinya proses sudah berjalan namun belum terdokumentasi. Ini membantu identifikasi kelemahan sistem secara terarah. Sebagai bagian dari analisis lebih lanjut, tabel 2 menunjukkan perbandinga...
	Tabel 2. Hasil evaluasi
	4.3.  Pembahasan Temuan dan Rekomendasi
	Evaluasi sistem informasi di Chiko Petshop dilakukan melalui wawancara dengan pemilik dan observasi operasional. Ditemukan sejumlah tantangan, seperti keterbatasan pemahaman pemilik terhadap TI, ketiadaan SOP tertulis yang menyebabkan inkonsistensi da...
	Sebagai solusi, rekomendasi dibagi dua fase. Jangka pendek meliputi penyusunan SOP, perbaikan antarmuka, penerapan fitur multi-user sederhana, dan sistem cadangan data semi-otomatis. Jangka panjang mencakup pengembangan sistem modern dengan dukungan m...
	Hubungan antara masalah, solusi, dan manfaat dirangkum dalam tabel 3 yang merupakan hasil analisis sebagai dasar strategi pengembangan sistem informasi yang lebih efektif dan sesuai prinsip tata kelola TI.
	Tabel 3.  Analisis Masalah, Solusi Potensial, dan Dampak Positif
	4.4.  Implementasi Solusi Berdasarkan COBIT
	5. Kesimpulan dan Saran
	Penerapan solusi di Chiko Petshop didasarkan pada framework COBIT, terutama pada domain DSS03, DSS01, APO12, dan BAI03, yang secara keseluruhan berfungsi untuk mengelola permasalahan sistem, mengendalikan risiko, meningkatkan efisiensi operasional, se...
	Domain DSS01 (Manage Operations) berfokus pada pengelolaan aktivitas operasional harian TI, termasuk proses penting seperti pencadangan data dan manajemen stok suku cadang, guna memastikan kestabilan dan efisiensi sistem. Dalam domain APO12 (Manage Ri...
	Sementara itu, domain BAI03 (Manage Solutions Identification and Build) mengarahkan proses perencanaan dan pembangunan solusi berdasarkan kebutuhan yang telah diidentifikasi, meliputi tahap desain, pembuatan prototipe, pengujian, dan implementasi agar...
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	Abstrak
	Persaingan dalam industri kuliner semakin ketat sehingga pemilihan lokasi usaha menjadi faktor strategis yang krusial. Penelitian ini bertujuan untuk merancang Sistem Pendukung Keputusan (SPK) guna membantu pengambilan keputusan dalam menentukan lokas...
	Kata kunci: Sistem Pendukung Keputusan, VIKOR, TOPSIS, Lokasi Kuliner, Multi-Kriteria
	1. Pendahuluan
	Dalam sepuluh tahun terakhir, industri kuliner di Indonesia menunjukkan pertumbuhan pesat, baik dari kontribusinya terhadap PDB ekonomi kreatif maupun dari perubahan gaya hidup masyarakat urban[1]. Menurut data Kemenparekraf (2022), sektor kuliner men...
	Dalam konteks tersebut, pemilihan lokasi usaha kuliner menjadi aspek krusial karena berpengaruh langsung pada daya tarik konsumen, biaya operasional, dan efisiensi distribusi. Namun, memilih lokasi bukanlah hal mudah karena melibatkan banyak variabel ...
	[JMSI, VOLUME 6 NO 2, JUNI  2025]                                       ISSN: 2715-9426
	Mengandalkan intuisi dalam pengambilan keputusan berisiko menghasilkan hasil yang kurang optimal. Oleh karena itu, dibutuhkan Sistem Pendukung Keputusan (SPK) berbasis metode Multi-Criteria Decision Making (MCDM). Pendekatan SPK ini telah digunakan da...
	Gabungan kedua metode ini dalam satu sistem diharapkan mampu memberikan hasil analisis yang lebih komprehensif: VIKOR menyoroti kompromi antar kriteria, sedangkan TOPSIS menekankan kedekatan terhadap solusi ideal. Namun, studi sebelumnya lebih banyak ...
	Berdasarkan latar belakang tersebut, penelitian ini bertujuan untuk mengembangkan sistem pendukung keputusan berbasis gabungan metode VIKOR dan TOPSIS untuk merekomendasikan lokasi usaha kuliner terbaik di kawasan urban, dengan mempertimbangkan faktor...
	Metode VIKOR unggul dalam mencari kompromi terbaik, sedangkan TOPSIS membantu dalam memilih alternatif yang paling mendekati kondisi ideal[8]. Kombinasi keduanya diyakini dapat menghasilkan keputusan yang lebih akurat, transparan, dan objektif dalam p...
	2. Kajian Pustaka dan pengembangan hipotesis
	2.1 Sistem Pendukung Keputusan
	Sistem Pendukung Keputusan (SPK) merupakan sistem berbasis komputer yang mendukung proses pengambilan keputusan dalam situasi semi-terstruktur atau tidak terstruktur[9]. SPK bertujuan membantu pengambil keputusan dalam mengevaluasi berbagai alternatif...
	2.2 Pemilihan Lokasi Usaha Kuliner
	Pemilihan lokasi sangat menentukan keberhasilan usaha kuliner. Lokasi yang strategis dapat meningkatkan visibilitas, akses pelanggan, dan potensi keuntungan Faktor-faktor penting yang dipertimbangkan biasanya meliputi:
	 Biaya sewa
	 Kepadatan penduduk
	 Aksesibilitas lokasi
	 Keberadaan kompetitor
	 Potensi pasar local
	2.3 Metode VIKOR (VIšekriterijumsko KOmpromisno Rangiranje)
	Metode VIKOR adalah metode pengambilan keputusan multikriteria yang menekankan kompromi antara solusi ideal dan realitas alternatif VIKOR mempertimbangkan kedua nilai agregat (utility) dan individual regret (penyesalan) dari alternatif, sehingga cocok...
	Kelebihan VIKOR:
	 Cocok digunakan ketika terdapat konflik antar kriteria.
	 Memberikan peringkat alternatif dengan mempertimbangkan solusi kompromi.
	2.4 Metode TOPSIS (Technique for Order Preference by Similarity to Ideal Solution)
	TOPSIS adalah metode pengambilan keputusan multikriteria yang memilih alternatif terdekat dari solusi ideal positif dan terjauh dari solusi negatif[12]. TOPSIS didasarkan pada prinsip bahwa solusi terbaik adalah yang memiliki jarak terkecil dari solus...
	Kelebihan TOPSIS:
	 Proses perhitungan relatif sederhana.
	 Memberikan hasil peringkat yang mudah dipahami.
	2.5 Perbandingan Vikor dan Topsis
	Meskipun keduanya termasuk dalam metode MCDM (Multi Criteria Decision Making), perbedaan utama antara VIKOR dan TOPSIS terletak pada penanganan kompromi:
	 VIKOR fokus pada kompromi dan toleransi dari pengambil keputusan.
	 TOPSIS fokus pada jarak geometrik dari solusi ideal.
	2.6 Pengembangan Hipotesis
	1. Hipotesis Utama
	 H1: Terdapat perbedaan hasil pemilihan lokasi usaha kuliner antara metode VIKOR dan metode TOPSIS dalam sistem pendukung keputusan.
	2. Hipotesis Tambahan
	 H2: Metode VIKOR memberikan hasil keputusan yang lebih sesuai dengan preferensi kompromi pengambil keputusan dibandingkan metode TOPSIS.
	 H3: Metode TOPSIS memberikan hasil peringkat yang lebih stabil dibandingkan metode VIKOR ketika variasi bobot kriteria berubah.
	 H4: Metode VIKOR lebih sensitif terhadap kriteria dengan nilai ekstrem dibandingkan metode TOPSIS.
	3. Metode Penelitian
	Penelitian ini menggunakan pendekatan kuantitatif dengan metode pengambilan keputusan multikriteria, yaitu gabungan dari metode VIKOR (Visekriterijumsko Kompromisno Rangiranje) dan TOPSIS (Technique for Order of Preference by Similarity to Ideal Solut...
	3.1 Diagram Alur Metode Penelitian
	Gambar 1. 1 Diagram alur
	1. Identifikasi Masalah
	Langkah awal adalah memahami latar belakang dan permasalahan yang dihadapi, yaitu bagaimana menentukan lokasi usaha terbaik berdasarkan berbagai kriteria yang memengaruhi kesuksesan lokasi usaha.
	2. Penentuan Alternatif dan Kriteria Penilaian
	Alternatif adalah beberapa lokasi potensial, seperti: dekat stasiun, perkantoran, kawasan kampus, atau jalan raya utama. Kriteria penilaian meliputi:
	• Biaya Sewa
	• Aksesibilitas
	• Kepadatan Penduduk
	• Kompetitor
	• Potensi Pasar
	3. Normalisasi Matriks Keputusan
	Nilai kriteria dari tiap alternatif dinormalisasi agar berada dalam skala yang sama, baik dengan metode min-max atau vector normalization, tergantung metode yang digunakan (TOPSIS atau VIKOR).
	4. Perhitungan Bobot Kriteria
	Setiap kriteria diberi bobot berdasarkan tingkat kepentingannya. Penentuan bobot dapat berasal dari wawancara ahli, kuesioner, atau studi literatur.
	5. Perhitungan Metode TOPSIS
	• Solusi Ideal Positif (A⁺) dan Solusi Ideal Negatif (A⁻) dihitung.
	• Jarak ke A⁺ dan A⁻ dihitung untuk tiap alternatif.
	• Nilai Preferensi (V) dihitung dengan rumus:
	• Semakin besar nilai Vi semakin baik alternatif tersebut.
	6. Perhitungan Metode VIKOR
	• Menghitung nilai S (total ketidaksesuaian) dan R (ketidaksesuaian maksimum).
	• Menghitung nilai Q, yaitu:
	(2)
	Qi = v. 𝑆𝑖− 𝑆∗𝑆−− 𝑆∗+1−𝑣.𝑅𝑖− 𝑅∗𝑅−− 𝑅∗
	7.HasilPerangkingan dan Alternatif Terbaik
	Hasil dari kedua metode dibandingkan dan dianalisis. Alternatif dengan ranking tertinggi menjadi rekomendasi lokasi terbaik. Jika hasil VIKOR dan TOPSIS berbeda, analisis lebih lanjut dilakukan untuk mempertimbangkan kestabilan keputusan.
	3.2 Arsitektur Sistem Pendukung Keputusan
	Sistem Pendukung Keputusan (SPK) ini dirancang untuk memilih lokasi usaha kuliner terbaik dengan metode VIKOR dan TOPSIS secara paralel. Sistem dibangun dengan arsitektur modular yang terdiri dari tiga lapisan:
	 Input: Mengelola data alternatif, kriteria (benefit & cost), dan bobot yang ditentukan dari metode AHP atau pendapat ahli.
	 Proses: Melakukan normalisasi (TOPSIS: vektor; VIKOR: min-max), menghitung skor masing-masing metode, dan menggabungkan hasilnya melalui peringkat rata-rata atau voting.
	 Output: Menampilkan hasil akhir berupa grafik, analisis sensitivitas, dan rekomendasi lokasi terbaik berdasarkan nilai evaluasi
	3.3 Metode Yang Digunakan
	Penelitian ini mengadopsi dua metode pengambilan keputusan multikriteria, yaitu VIKOR dan TOPSIS, yang meskipun memiliki pendekatan analisis yang berbeda, dapat saling melengkapi untuk menghasilkan penilaian yang lebih menyeluruh.
	a) VIKOR (Metode Peringkat Kompromi)
	VIKOR (Visekriterijumsko Kompromisno Rangiranje) adalah metode dalam pengambilan keputusan multikriteria yang dirancang untuk mencari solusi kompromi antara kondisi ideal dan keterbatasan praktis[13]. Metode ini menitikberatkan pada keseimbangan antar...
	Konsep Utama VIKOR:
	1. F* : Merupakan nilai ideal terbaik dari masing-masing kriteria.
	2. F⁻ : Merupakan nilai terburuk atau anti-ideal dari setiap kriteria.
	3. Sᵢ : Mengukur tingkat keseluruhan ketidaksesuaian suatu alternatif terhadap solusi ideal, dihitung berdasarkan jumlah selisih tertimbang dari masing-masing kriteria.
	(3)
	𝑆𝑖= 𝑗=1𝑛𝑊𝑗. 𝑓∗−𝑓𝑖𝑓∗ −𝑓−
	          (4)
	𝑅𝑖=max𝑤𝑗. 𝑓𝑗−𝑓𝑖𝑗∗𝑓𝑗∗− 𝑓𝑗
	 (5)
	𝑄𝑖=𝑣. 𝑆𝑖−𝑆∗𝑆−− 𝑆∗+1+𝑣. 𝑅𝑖− 𝑅∗𝑅−− 𝑅∗
	b) TOPSIS (Technique for Order Preference by Similarity to Ideal Solution)
	Metode TOPSIS adalah teknik pengambilan keputusan yang didasarkan pada konsep bahwa alternatif terbaik adalah yang memiliki jarak terdekat dari solusi ideal positif (A⁺) dan terjauh dari solusi ideal negatif (A⁻)[14].
	Langkah-Langkah dan Rumus TOPSIS:
	1. Normalisasi Matriks Keputusan menggunakan normalisasi vektor:
	𝑅𝑖𝑗=𝑋𝑖𝑗𝑖=1𝑚𝑥𝑖𝑗2
	3. Menentukan Solusi Ideal Positif (A⁺) dan Solusi Ideal Negatif (A⁻
	,𝐴-+.= ,𝑚𝑎𝑥 𝑣𝑖𝑗 𝑢𝑛𝑡𝑢𝑘 𝑏𝑒𝑛𝑒𝑓𝑖𝑡,,min-𝑣𝑖𝑗 𝑢𝑛𝑡𝑢𝑘 𝑐𝑜𝑠𝑡..
	,𝐴-−.= ,𝑚𝑖𝑛 𝑣𝑖𝑗 𝑢𝑛𝑡𝑢𝑘 𝑏𝑒𝑛𝑒𝑓𝑖𝑡,,max-𝑣𝑖𝑗 𝑢𝑛𝑡𝑢𝑘 𝑐𝑜𝑠𝑡..
	4. Menghitung Jarak ke Solusi Ideal:
	5. Menghitung Nilai Preferensi (Closeness Coefficient):
	3.4 Tahapan Implementasi dan Review
	Sebelum sistem pendukung keputusan berbasis VIKOR dan TOPSIS dijalankan, diperlukan perencanaan tahapan yang terstruktur. Proses ini mencakup pemilihan kriteria, alternatif, hingga analisis data dan penarikan keputusan, guna memastikan hasil yang vali...
	Tahapan implementasi mencakup aspek teknis dan konseptual, karena melibatkan pengolahan data secara matematis. Mengingat perbedaan pendekatan antara VIKOR dan TOPSIS, analisis dilakukan secara paralel agar hasilnya saling melengkapi.
	Langkah-langkah utama sistem dirangkum dalam bentuk tabel atau diagram alur untuk memudahkan pemahaman
	Tabel 1. Tahap Implementasi
	4. Hasil dan Pembahasan
	4.1 Kriteria dan Alternatif Pemilihan Lokasi Kuliner
	Dalam pengambilan keputusan multikriteria, langkah awal adalah menetapkan kriteria dan alternatif yang akan dievaluasi. Dalam pemilihan lokasi usaha kuliner, kriteria mencakup aspek ekonomi dan non-ekonomi, ditentukan berdasarkan literatur SPK, wawanc...
	Tabel 2. Kriteria Dan Alternaif
	4.2 Matriks Keputusan
	1) Semakin tinggi nilai = semakin baik (untuk benefit).
	2) Semakin rendah nilai = semakin baik (untuk cost).
	Tabel 3. Matriks Keputusan
	4.3 Normalisasi dan Perhitungan Skor dalam Metode Vikor Dn Topsis
	Tahap awal sebelum menggunakan metode VIKOR adalah normalisasi data, karena tiap kriteria memiliki skala berbeda. Normalisasi min-max digunakan untuk menyetarakan nilai ke rentang 0–1 agar hasil tidak bias.
	Setelah itu, dihitung nilai S (deviasi total), R (deviasi maksimum), dan Q (indeks kompromi) dengan bobot kompromi 0,5 untuk mencerminkan keseimbangan kolektif dan individu. Hasil ini menjadi dasar pemeringkatan lima alternatif lokasi usaha.
	Tabel 4. Normalisasi Vikor
	4.4 Peringkat Vikor Dan Topsis
	Setelah hasil VIKOR diperoleh, langkah berikutnya adalah membandingkannya dengan TOPSIS, yang menilai alternatif berdasarkan jaraknya ke solusi ideal. Perbandingan ini membantu menilai konsistensi peringkat dari kedua metode.
	Tabel 5. Peringkat Vikor Dan Topsis
	Hasil perbandingan menunjukkan konsistensi yang cukup kuat, terutama dengan Lokasi Kawasan Kampus yang berada di peringkat pertama pada kedua metode, menandakan keunggulannya secara menyeluruh. Sementara itu, Lokasi Dekat Stasiun konsisten di posisi t...
	4.6 Perbandingan Hasil Peringkat Metode VIKOR dan TOPSIS
	Visualisasi grafik membantu menyajikan hasil analisis multi-kriteria secara lebih intuitif. Dalam hal ini, grafik batang digunakan untuk menampilkan nilai S (total deviasi), R (deviasi maksimum), dan Q (indeks kompromi) dari lima alternatif lokasi ber...
	Gambar 2. Perbandingan S,Q,R
	Grafik menunjukkan bahwa lokasi kampus memiliki nilai Q tertinggi (Q = 1), menandakan ketidakseimbangan antar kriteria meski unggul di beberapa aspek. Sebaliknya, lokasi perkantoran memiliki nilai terendah untuk S, R, dan Q, menandakan performa paling...
	5. Kesimpulan dan Saran
	5.1 Kesimpulan dan Saran
	Berdasarkan analisis, metode VIKOR efektif dalam membantu pengambilan keputusan multikriteria, khususnya pemilihan lokasi usaha kuliner. Lokasi perkantoran menjadi pilihan terbaik karena memiliki nilai kompromi terendah, mencerminkan keseimbangan pada...
	Disarankan agar pengambilan keputusan lokasi mempertimbangkan semua aspek secara seimbang, tidak hanya satu indikator. Kombinasi metode VIKOR dan TOPSIS dapat memperkuat objektivitas rekomendasi. Ke depan, sistem ini dapat dikembangkan dengan lebih ba...
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