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Abstract 
This research investigates the impact of academic procrastination on student performance in online 

learning environments and explores a multimodel approach for grade prediction. Academic procrastination 
is a well-documented issue that negatively affects learning outcomes, often leading to lower academic 
performance and increased dropout rates in self-paced learning platforms. This study analyzes behavioral 
data from 377 students, extracted from Moodle activity logs, which record real-time student interactions with 
learning materials. To address the gap in understanding procrastination patterns through activity logs, key 
procrastination-related features were derived from timestamps of task access, submission, and engagement 
duration. Using K-Means clustering with the Elbow method, students were categorized into three 
procrastination clusters: low procrastination with high academic performance, high procrastination with low 
performance, and moderate procrastination with average performance. Seven machine learning models 
were evaluated for predicting student grades, with Random Forest (RF) achieving the highest accuracy (R² 
= 0.812, MAE = 6.248, RMSE = 8.456). These findings highlight the potential of using activity logs to analyze 
procrastination patterns and predict student performance, allowing educators to develop early intervention 
strategies that support at-risk students and improve learning outcomes. 
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I. INTRODUCTION 
Assignments are part of the assessment 

component of the online learning process. 
Students are often given assignments within a 
certain period from the start of access to the 
deadline to submit the results. This timeframe 
allows students to procrastinate for various 
reasons [1]. Student academic procrastination is 
a prevalent issue, marked by the habit of 
postponing academic responsibilities and 
delaying task completion [2,3]. Massive Open 
Online Courses (MOOCs) found that 
procrastination was the most frequently observed 
behavior that negatively impacted student’s 
academic achievement and performance [4, 5]. 

Previous research has proven that 
procrastination can negatively impact learning 
outcomes [6–8], and increase dropout rates from 
online courses [9–11]. Several studies also have 
found a link between student failure or 
discouragement in online learning due to lack of 

time and procrastination by analyzing students' 
activity records [12–14]. 

Research found that the failure factor was the 
tendency to delay completing assignments [15].  
According to research in [16–20], machine 
learning approaches can accurately identify 
delays in student activity records with accuracy 
rates ranging from 85% to 95%. An investigation 
of differences in learning characteristics and self-
regulatory behaviors among students with varying 
degrees of academic procrastination is discussed 
in [21]. Paper [21] also examines three groups of 
first-year elementary teacher education program 
students based on their procrastination levels 
(low, average, and high). Six themes were 
identified that described how these students dealt 
with factors affecting their learning, such as 
choosing their degree program, starting, and 
engaging in study activities, responding to failure, 
self-perception, and study outcomes. Therefore, it 
is important to understand the factors that 
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contribute to procrastination and develop effective 
prediction methods. 

In paper [22] examined video lecture data from 
a chemistry course with a high proportion of first-
generation students. The four learning patterns 
used consisted of: Early Planning, Planning, 
Procrastination, and Low Engagement. The 
results showed that Early Planning was the most 
effective method to achieve success in the 
course, even for first generation students. These 
findings imply that self-regulation plays a critical 
role in the STEM achievement of first-generation 
students, and that targeted support could be 
beneficial in aiding their success. 

Paper [23] proposed a novel technique for 
predicting students' tendency to procrastinate in 
online learning by examining their submission 
behavior patterns. This approach involves 
categorizing students into different 
procrastination clusters using an ensemble 
clustering approach and evaluating multiple 
classification methods to determine the most 
reliable predictor. This study was performed on a 
dataset of 242 students, and the findings revealed 
that the proposed technique could efficiently 
identify student procrastination with an accuracy 
of 97%. This study emphasizes the significance of 
choosing the best number of features for both 
clustering and classification methods. 

This study aims to identify students at risk for 
learning delays to enable instructors and 
administrators to intervene, provide timely 
support, and improve their academic 
performance. Furthermore, predicting the level of 
delay can help instructors understand the 
underlying causes and design more effective 
intervention strategies. Understanding the factors 
that contribute to delays and developing ways to 
predict them can improve student performance 
and enhance the effectiveness of online learning. 

The contribution of this research is as follows: 
• Investigating the prediction of assignment 

grades as part of learning outcome 
indicators based on learners' 
procrastination behavior in completing 
assignments. 

• Recommendations for learning instructors 
in providing early warning to learning 
participants. 

• Recommendations for instructors to 
motivate learners to avoid failure in 
learning. 

Unlike previous studies that rely on self-
reported procrastination data, this study 
leverages real-time activity logs from Moodle to 
classify procrastination behaviors. Furthermore, 
this research integrates clustering with predictive 
modeling, demonstrating a novel approach to 

analyzing procrastination tendencies and 
forecasting student performance in e-learning 
environments. 

This paper is organized as follows: Section 2 
describes the methods used for the prediction 
process. Section 3 presents result and 
discussion. Section 4 presents conclusions. 

II. PROBLEM DESCRIPTION 
In the Moodle system, users can play the roles 

of instructors and students. Instructors determine 
the task opening and deadline dates, while 
students begin working on the task after it is 
opened, and submit the task before or at the 
submission deadline. The task score was 
obtained from the Moodle system, which was 
graded by the instructor. 

Instructors give students the freedom to 
decide when they will work on and submit the 
task, but expect them to work on the task as soon 
as possible and within the specified deadline. 
Tasks can still work if the student has not pressed 
the Submit button. The instructor still accepts the 
tasks completed after the deadline. 

From the data, we analyzed students’ 
behavior while completing tasks, particularly 
academic procrastination. Procrastination can 
occur when students begin the task 
(TaskStartPro), delay the time between starting 
and submitting the task (TaskDelay), or 
procrastinate submitting the task (TaskSubPro). 

To better understand student groups after 
clustering academic procrastination behaviors in 
assignment completion, we intend to identify 
whether other behavioral variables affect 
students' grades, including the instructor's 
assignment completion time span and 
assignment completion time ratio. Grouping 
students based on similar characteristics and 
determining the type of procrastination of the 
resulting groups is essential. In addition, we 
conducted TaskScore predictions based on 
previously generated procrastination data. 

III. METHODOLOGY 
Fig. 1 shows the framework of investigating 

task score prediction based on learners' 
procrastination behavior by applying multiple 
models 

A. Data Collection 
The dataset consists of Moodle activity logs 

from 377 students enrolled in 77 online courses 
at a private university in Indonesia. All students 
were included without pre-selection based on 
procrastination behavior, ensuring an unbiased 
clustering process. 
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Figure 1. Framework of grade prediction based on task completion procrastination. 

Procrastination tendencies were identified 
retrospectively using extracted features, allowing 
for a natural distribution of procrastination 
patterns among students. This approach ensures 
that the clustering results reflect the full range of 
student behaviors in an online learning 
environment. Due to institutional privacy policies 
and student confidentiality, this data is not 
publicly available. At the data preprocessing 
stage, we normalized the data using Z-score 
scaling to transform the data scale into a normal 
distribution with a mean of 0 and standard 
deviation of 1. 

To ensure the reliability of extracted 
procrastination features, we conducted a 
preliminary statistical analysis of the dataset. The 
distribution of procrastination features was 
examined for consistency, and outliers were 
identified and removed where necessary. In 
addition, a correlation analysis was performed to 
verify that procrastination-related features 
(TaskStartPro, TaskSubPro, TaskDelay) 
exhibited expected relationships with academic 
performance (TaskScore). The high correlation 
between procrastination indicators and student 
grades supports the validity of these features as 
predictors of academic performance. 

The clustering process was performed with K-
means using the elbow method to find the optimal 
cluster. At the prediction stage, seven prediction 
models were involved: DT, RF, GB, MP, SVM, K-
NN, and LGBM. From all prediction results, 
performance measurements were performed by 
applying the indicators of mean accuracy, mean 
absolute error (MAE), and root mean square 
error (RMSE). 

B. Feature Engineering 
Each student, identified by StudentId, was 

assigned multiple tasks, each with a task opening 
date (TaskOpenD) and a due date (TaskDueD). 
The time a student first accessed a task was 
recorded as TaskStartD, while the submission 
time was noted as TaskSubD. The relationship 
between these timestamps was used to derive 
procrastination-related features, such as the 
delay between task availability and the first 
access, as well as the time elapsed between task 
initiation and submission. 

To observe task completion behavior, 
particularly academic procrastination behavior, 
we used the mathematical model in Eq.(1)-
Eq.(6): 
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𝑇𝑎𝑠𝑘𝐴𝑣𝑎𝑖𝑙𝑇𝑖𝑚𝑒 = 𝑇𝑎𝑠𝑘𝐷𝑢𝑒𝐷 − 𝑇𝑎𝑠𝑘𝑂𝑝𝑒𝑛𝐷	 (1)	
	
𝑇𝑎𝑠𝑘𝐷𝑒𝑙𝑎𝑦 = !"#$%&'!()*!+!()*%,(-,.!

!()*/0("1!"#$
	 (2)	

	
𝑇𝑎𝑠𝑘𝐷𝑜𝑇𝑖𝑚𝑒 = 𝑇𝑖𝑚𝑒𝑆𝑢𝑏𝑇𝑎𝑠𝑘" − 𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝐷"(3)	
	
𝑇𝑎𝑠𝑘𝐶𝑜𝑚𝑝𝑅𝑎𝑡𝑖𝑜 = !()*.2!"#$

!()*/0("1!"#$
	 (4)	

	
𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝑃𝑟𝑜 = !()*%,(-,.!+!()*34$5.

!()*/0("1!"#$
	 (5)	

	
𝑇𝑎𝑠𝑘𝑆𝑢𝑏𝑃𝑟𝑜 = !()*.&$.+!()%&'.!

!()*/0("1!"#$
	 (6)	

 
TaskAvailTime represents the total duration 

available for students to complete a task, based 
on the difference between the task opening and 
due dates. TaskDelay captures the time a 
student postpones submission after starting a 
task. TaskDoTime measures the actual time 
spent completing a task, reflecting the total 
duration between task initiation and submission.  

TaskCompRatio evaluates how efficiently 
students utilize the available time by comparing 
the actual time spent to the total allocated time. 
TaskStartPro quantifies procrastination in 
starting a task, where a higher value indicates a 
longer delay before beginning the work. 
TaskSubPro assesses procrastination in task 
submission, where lower values represent 
greater delays in meeting deadlines. If a task is 
submitted past the deadline, TaskSubPro may be 
negative or zero. These features were calculated 
using Microsoft Excel based on predefined 
formulas applied to extracted Moodle activity log 
data. 

C. Build a Task Procrastination Behavior 
Vector 

Table 1 shows the notation of a task 
procrastination behavior vector. Pseudocode 1 
describes the process to form the delay behavior 
vector based on the approach described earlier.  

The dataset was extracted, focusing on tables 
that record student interactions with assignments 
and course modules. Relevant features were 
derived from event timestamps stored in 
Moodle's logs, primarily from the 
logstore_standard_log table. The key columns 
used include 'timecreated,' which is the 
timestamp of an event; 'component,' identifying 
whether the event relates to assignments, 
quizzes, or other activities; 'eventname,' 
specifying the type of action, such as 'Course 
module viewed,' 'Assignment submitted,' or 'Quiz 
attempt started'; 'objecttable,' indicating which 
Moodle table the event is associated with, such 
as 'assign_submission' or 'quiz_attempts'; and 

'userid,' identifying the student performing the 
action.  

Each procrastination-related feature was 
computed based on these logs. TaskStartD 
corresponds to the earliest Course module 
viewed event for a given task, while TaskSubD is 
derived from the Assignment submitted event. 
TaskOpenD and TaskDueD were extracted from 
the course's assignment settings, while 
TaskAvailTime was calculated as the difference 
between TaskDueD and TaskOpenD.  

Pseudocode 1 is an algorithm to create vector 
X that measures how much students 
procrastinate when submitting their tasks. To 
create this vector, we need to know each task's 
start date, open date, submission time, and due 
date. Then, we calculate several variables 
related to task submissions behavior, such as the 
delay in starting the task and the proportion of 
time spent on submitting it. 

D. Clustering 
This section explains the steps involved in 

clustering academic procrastination behavior. To 
obtain a clearer picture of student groups, we 
want to cluster students based on similar 
characteristics and determine the type of 
procrastination from the clusters. We must find 
the optimal number of clusters and apply the 
clustering model using the K-means algorithm. 
We labelled and explained the characteristics of 
each cluster. 

E. Data Normalization & Standardization 
Before determining the optimal number of 

clusters, we standardized the dataset to ensure 
that all features were on a comparable scale and 
to prevent any single variable from 
disproportionately influencing the clustering 
process. Z-score scaling was applied, 
transforming each feature into a standardized 
distribution with a mean of 0 and a standard 
deviation of 1. This transformation was 
performed by subtracting the mean of each 
feature from its individual values and then 
dividing the result by the standard deviation of 
that feature. As a result, the dataset was rescaled 
to approximate a normal distribution, ensuring 
that all features contributed equally to the 
clustering process without being affected by 
differences in magnitude or unit scale. 

 
𝑧 = 6+7

8
	 (7)	

	
with 𝑧 is the 𝑧-score, 𝑥 the original value, 𝜇 the 

mean, and 𝜎 the standard deviation. 
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Table 1. Notation of a task procrastination behavior vector. 

Notation Description Moodle Log Source 
𝑆, 𝑛 Set of students and the total number of 

tasks for each student 
userid from logstore_standard_log 

𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝐷  Start date and time of taking the task timecreated where eventname = 'Course 
module viewed' 

𝑇𝑎𝑠𝑘𝑆𝑢𝑏𝐷  End date and time of submitting the task timecreated where eventname = 'Assignment 
submitted' 

𝑇𝑎𝑠𝑘𝑂𝑝𝑒𝑛𝐷  Task opening date and time Extracted from course settings (assign table) 
𝑇𝑎𝑠𝑘𝐷𝑢𝑒𝐷  Task closing date and time Extracted from course settings (assign table) 
𝑇𝑎𝑠𝑘𝐴𝑣𝑎𝑖𝑙𝑇𝑖𝑚𝑒  Time provided to complete the task Difference between TaskDueD and 

TaskOpenD 
𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝑃𝑟𝑜  Procrastination time to start taking the task Difference between TaskStartD and 

TaskOpenD 
𝑇𝑎𝑠𝑘𝑆𝑢𝑏𝑚𝑖𝑡𝑃𝑟𝑜  Procrastination time in submitting the task Difference between TaskSubD and TaskStartD 
𝑇𝑎𝑠𝑘𝑆𝑐𝑜𝑟𝑒  The score for each task Extracted from the grade_grades table 
𝑇𝑎𝑠𝑘𝐷𝑜𝑇𝑖𝑚𝑒  Time to complete the task Cumulative engagement time between 

TaskStartD and TaskSubD 
𝑇𝑎𝑠𝑘𝐶𝑜𝑚𝑝𝑅𝑎𝑡𝑖𝑜  Task completion ratio Ratio of TaskDoTime to TaskAvailTime 
𝑇𝑎𝑠𝑘𝐷𝑒𝑙𝑎𝑦  The delay time to complete the task from 

start to submission. 
Difference between TaskSubD and TaskStartD 

𝑏𝑒𝑠𝑡_𝑚𝑜𝑑𝑒𝑙  The best model of classification Model selection results 
𝑏𝑒𝑠𝑡_𝑎𝑐𝑐  Best accuracy  Model evaluation results 

Pseudocode 1:  
Building procrastination vector 
Input: 𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝐷, 𝑇𝑎𝑠𝑘𝑂𝑝𝑒𝑛𝐷, 𝑇𝑖𝑚𝑒𝑆𝑢𝑏𝑇𝑎𝑠𝑘, 
𝑇𝑎𝑠𝑘𝐷𝑢𝑒𝐷 
Output: Vector 𝑋 
1: Initialize variables 
2: 𝑋 = [ ] 
3: while 𝑖 <= 𝑛: 
4:  Calculate 𝑇𝑎𝑠𝑘𝐴𝑣𝑎𝑖𝑙𝑇𝑖𝑚𝑒 by (1) 
5:  Calculate 𝑇𝑎𝑠𝑘𝐷𝑒𝑙𝑎𝑦 by (2) 
6:  Calculate T𝑎𝑠𝑘𝐷𝑜𝑇𝑖𝑚𝑒 by (3) 
7:  Calculate 𝑇𝑎𝑠𝑘𝐶𝑜𝑚𝑝𝑅𝑎𝑡𝑖𝑜 by (4) 
8:  Calculate 𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝑃𝑟𝑜 by (5) 
9:  Calculate 𝑇𝑎𝑠𝑘𝑆𝑢𝑏𝑃𝑟𝑜 by (6) 
10:  X.append([𝑇𝑎𝑠𝑘𝐴𝑣𝑎𝑖𝑙𝑇𝑖𝑚𝑒, 𝑇𝑎𝑠𝑘𝐷𝑒𝑙𝑎𝑦, 

𝑇𝑎𝑠𝑘𝐷𝑜𝑇𝑖𝑚𝑒, 𝑇𝑎𝑠𝑘𝐶𝑜𝑚𝑝𝑅𝑎𝑡𝑖𝑜, 
𝑇𝑎𝑠𝑘𝑆𝑡𝑎𝑟𝑡𝑃𝑟𝑜, 𝑇𝑎𝑠𝑘𝑆𝑢𝑏𝑃𝑟𝑜]) 

11:  𝑖	+= 1 
12: Return 𝑋 

F. Determining the Optimal Number of 
Clusters 

To find the optimal number of clusters, we use 
the elbow method [24], which is to calculate the 
inertia value (the sum of squared distances 
between each point and its cluster center) for 
different numbers of clusters, and choose the 
point “elbow” where the decrease in inertia value 
becomes smaller. The inertia value can be 
calculated using the following formula: 

 
𝐼 = ∑ min	

7"∈:
(∣∣ 𝑥" − 𝜇; ∣∣<)5

"=> 	 (8)	

with I is the inertia value, n is the number of 
samples, C is the set of cluster centers, x_i is the 
feature vector for sample i, and μ_j is the cluster 
center for j. A lower inertia value indicates that 
the samples in the cluster are closer to their 
center. 

After determining the optimal number of 
clusters, we applied the k-means algorithm to 
group samples based on procrastination 
behavior variables. After obtaining the clustering 
results, we labelled and explained the 
characteristics of each cluster. 

Next, a loop with a value of k between 1 and 
10 was performed to calculate the Sum of 
Squared Errors (SSE) of each cluster. KMeans 
with k clusters were used to calculate the SSE 
value. The SSE value determines the optimal 
number of clusters during the clustering process. 
A plot of the SSE was compared with the number 
of clusters and then created to visualize the 
process results. The plot results are used to 
determine the optimal number of clusters by 
selecting the number of clusters with the lowest 
SSE value that can still distinguish and describe 
important information in the data. 

	
𝑆𝑆𝐸 = ∑ min	

7"∈:
(∣∣ 𝑥" − 𝜇; ∣∣<)5

"=> 	 (9)	

 
with n is the number of samples, indicating the 

number of data points in the dataset. C is the set 
of cluster centers that indicates the locations of 
the centroids that represent each cluster. x_i is 
the feature vector for sample i, which means the 
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values of the variables that describe the data 
point i. μ_jis the cluster center for j, which means 
the centroid that is closest to the data point i. 
(∣∣x_i-μ_j∣∣^2 is the squared Euclidean distance 
between the data point i and the cluster center j, 
which means how far apart they are. 

G. Applying the Clustering Model 
After the graph is formed, we determine the 

optimal number of clusters and perform 
clustering using the k-means algorithm. Unlike 
previous studies, we included other variables, 
namely TaskStartPro, TaskSubPro, TaskDelay, 
TaskCompRatio, and TaskScore, to better 
understand the characteristics of students in 
each cluster. Subsequently, the characteristics of 
each cluster are labeled and explained. To 
process the selection of the number of clusters k, 
we set k to no more than 10 to save computing 
time and resources. Pseudocode 2 is an 
algorithm for clustering procrastination behavior 
based on the best number of groups (clusters) for 
the procrastination data. We need a list of 
procrastination data called Vector X from 
Pseudocode 1 as the input. We then calculate the 
inertia for each number of clusters using the K-
means clustering algorithm and keep track of the 
minimum inertia value and index. After 
determining the optimal number of clusters, we 
display an inertia plot to visualize the results. 
Then, we performed clustering with this optimal 
number of clusters and displayed the mean value 
characteristics for each cluster. 

In summary, this algorithm helps us determine 
how many groups are needed to group similar 
procrastination behavior data and provides 
insights into each group's characteristics. 

 
Pseudocode 2.  
Clustering Behavior Procrastination 
Input: Vector 𝑋 from Pseudocode 1 
Output: Mean value characteristics of each 
cluster, inertia plot elbow method, an optimal 
number of cluster  

1: Initialize variables 
2: Standardize the data by (7) 
3: Find optimal 𝑘 
4: while 𝑘 <= 10: 
5:     Calculate inertia by (8) 
6:        𝑘 += 1 
7: Display inertia plot 
8: Perform clustering with an optimal 

number of clustering using k-Means 
9: Display means value characteristics of 

each cluster. 
10: Display SSE using (9) 

 

H. Prediction 
This section discusses the prediction of the 

task scores using machine learning. First, we 
used feature selection to select the most relevant 
features for predicting scores. We then compared 
seven machine learning models to find the best 
model for predicting scores. Data were 
normalized, split into training and test sets, and 
cross-validated to avoid overfitting. The model 
with the highest R-squared score was selected 
as the best model. Finally, pseudocode 3 was 
provided as an algorithm for choosing the best 
predictive model for task scores. 

I. Feature selection 
Feature selection improves the accuracy and 

efficiency of predictions by selecting the most 
relevant subset of features, thereby reducing 
overfitting and the computation time. There are 
several methods of feature selection. However, 
we used SelectKBest, which is a feature 
selection method used to select the best K 
features based on a certain score. This is a 
simple but effective technique for reducing data 
dimensionality and improving model quality. We 
used this technique because it is often used in 
regression and classification problems. 

	
𝐹" =

?%@!
?%A!

	 (10)	
 
with	𝑀𝑆𝐵" 	The Mean Square Between (MSBi) 

measures how much variation in the target 
values can be explained by feature i( 𝐹" 	). 𝑀𝑆𝐸" 	
(Mean Square Error) measures how much 
variation in target values cannot be explained by 
𝐹". 

J. Applying the Prediction Model 
We used seven machine learning methods 

and compared them to predict the TaskScore 
value: decision tree regressor (DT), Random 
Forest Regressor (RF), Gradient Boosting 
Regressor (GB), Multilayer Perceptron 
Regressor (MP), Support Vector Regressor (SV), 
K-Nearest Neighbors Regressor (K-NN), and 
LightGBM Regressor (LGBM). The data were 
obtained from the dataset from several features 
selected in the previous explanation. Before 
applying the model, the data were normalized on 
the same scale using Z-Score Scaling. 

The data were divided into two parts, namely 
training and testing data, with a ratio of 80:20, 
and training and model evaluation were carried 
out. We applied k-fold cross-validation with 5,10, 
and 15 folds and calculated each fold's average 
R2 score, MAE, and RMSE for each model. 
Thus, we expect the results to be more consistent 
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and avoid overfitting the training data. The model 
was also trained on all available data, thus 
improving its performance. The evaluation 
results displayed each model's R2 score, mean 
absolute error, and root-mean-squared error. 
The higher the R2 score and the lower the Mean 
Absolute Error and Root Mean Squared Error, 
the better is the model performance. We also 
used several parameters to improve model 
performance and produce more accurate 
predictions. 

The pseudocode 3 algorithm selects the best 
prediction model for the task scores. The 
algorithm performs feature selection, splits the 
dataset into training and testing sets, and uses 
several prediction models such as DT, RF, GB, 
MP, SV, K-NN, and LGBM regressors. This 
process involves training several models using a 
set of data. The performance of each model was 
evaluated using the R-squared value (r2). Finally, 
the best model was chosen. Overall, 
Pseudocode 3 helps improve the prediction by 
selecting the best prediction model for the task 
scores.  
 

Pseudocode 3.  
Selecting The Best Prediction Model 
Input: TaskStartPro, TaskSubPro, 
TaskDelay, TaskCompRatio, TaskScore 
Output: The best model for prediction 
TaskScore 
1: Perform Pseudocode 1 
2: Perform Pseudocode 2 
3: Perform feature selection Z-Score 

Scaling  
4: features = get [features] from  (10) 
5: X = df[features].values 
6: y = df['TaskScore'].values 
7: Split dataset into training and testing 

sets 80:20 
8: models = {'DT ', 'RF ', 'GB ', 'MP ', 

'SVM ',’K-NN ', ‘LGBM'} 
9: initialize variables i, r2, best_r2_score 
10: while i <= len(models): 
11:     for each models 
12:         Training model using training 

data: 
13:        Making predictions on test data: 
14:        Evaluating model's performance 

metrics (r2) 
15:             If r2 > best_r2_score 
16:           Update bestmodel  
17:  i += 1 

 
The final dataset contained 7,896 rows of 

extracted data spanning multiple online courses.  
Table 2 shows the correlation matrix between the 
various metrics related to task completion 

behavior. TaskStartPro and TaskScore had a 
negative correlation of -0.777, suggesting that 
the task score decreased as the time for starting 
the task was postponed. 

IV. RESULT AND DISCUSSION 
A.  Result 

We employed two approaches to identify the 
optimal number of clusters: the elbow method 
and K-NN. We chose three clusters. We labeled 
them according to their procrastination levels and 
academic performance. 

 
a. Determining the Optimal Cluster 

The number of clusters was determined 
based on the elbow method, and the cluster 
method was performed with K-NN. We chose 
these two methods because they are commonly 
used in educational research and relatively easy 
to apply. The elbow method was used to 
determine the optimal cluster at this stage. 

Fig. 2 shows a plot of SSE versus the number 
of clusters to determine the optimal number. We 
chose three clusters using the elbow method, 
which helps to determine the optimal number of 
clusters. We looked for the "elbow" point in the 
plot where the SSE decreased no further with 
increased clusters. This approach provided a 
more detailed description of each cluster. 

 
b. Applying the Clustering Model 

Table 3 presents three procrastination 
clusters based on TaskStartPro, TaskSubPro, 
and TaskDelay, categorizing students into 
different levels of procrastination and 
corresponding task performance. Cluster 1 
comprises students with low procrastination and 
high performance; these students start tasks 
early, submit on time, and experience minimal 
delays, achieving task scores typically between 
85 and 100.  

Figure 2. Determining the optimal cluster with elbow method 
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Cluster 2 includes students with high 
procrastination and poor performance; these 
individuals delay both starting and submitting 
tasks, often submitting close to or after the 
deadline, resulting in lower scores ranging from 
40 to 55. Cluster 3 consists of students with 
medium procrastination and average 
performance; these students exhibit moderate 
delays in starting and submitting tasks, with 
performance scores ranging from 60 to 75. 

In the prediction stage, we used various 
models to predict task scores based on multiple 
features, normalized the data, selected the best 
features, and defined different parameters for 
each model. The parameters of each model 
are shown in Table 4. We evaluate the 
performance of each model using metrics such 

as R2, MAE, and RMSE values, and the results 
are shown in Table 5. Based on Pseudocode 3, 
we experimented with predicting the Task Score 
based on several features, using various 
prediction models with different parameters. In 
the first step, we normalize the data using Z-
Score Scaling, which involves scaling the 
features to a standard range to ensure equal 
contribution of each feature in the model. The 
program then selects the best features using 
SelectKBest with the f_regression score function 
and different numbers of k values (3, 5, and 7). 
We split the dataset into training and testing sets 
at 70:30. Finally, we evaluated the performance 
of each model using several metrics, such as the 
R2 score, MAE, and RMSE. 

 
Table 2. Statistical analysis of data 

Metric TaskStartPro TaskSubPro TaskDelay TaskAvailTime TaskDoTime TaskComp 
Ratio TaskScore 

TaskStartPro 1.000 -0.106 -0.543 0.480 0.594 0.106 -0.777 
TaskSubPro -0.106 1.000 -0.777 0.130 -0.087 -1.000 0.213 
TaskDelay -0.543 -0.777 1.000 -0.414 -0.303 0.777 0.312 
TaskAvailTime 0.480 0.130 -0.414 1.000 0.927 -0.130 -0.383 
TaskDoTime 0.594 -0.088 -0.303 0.927 1.000 0.088 -0.473 
TaskCompRatio 0.106 -1.000 0.777 -0.130 0.088 1.000 -0.214 
TaskScore -0.777 0.213 0.312 -0.383 -0.473 -0.214 1.000 
Count 7896 7896 7896 7896 7896 7896 7896 
Median 0.590 0.100 0.240 7.230 5.730 0.900 58.000 
Std 0.300 0.400 0.474 3.640 3.500 0.400 19.355 
Mean 0.532 0.113 0.355 7.112 6.120 0.887 68.064 

 
Table 3. Clustering procrastination behaviour 

Cluster TaskStartPro 
(Normalized) 

TaskSubPro 
(Normalized) 

TaskDelay 
(Normalized) 

TaskScore 
(Range) Label 

1 0.327  
(Starts early) 

0.109  
(Submits well before 
the deadline) 

0.564  
(Minimal delay) 

85 - 100 Low 
procrastination, 
high performance 

2 0.733  
(Starts late) 

0.075  
(Submits close to or 
after the deadline) 

0.191  
(Long delay) 

40 - 55 High 
procrastination, 
poor performance 

3 0.574 
(Moderate start) 

0.139  
(Submits close to the 
deadline) 

0.287 
(Moderate delay) 

60 - 75 Medium 
procrastination, 
average 
performance 

 
Table 4. Model’s parameter 

Model Parameters 
DT max_depth=5,min_samples_split=2, min_samples_leaf=1 
RF n_estimators=100,  max_depth=5,min_samples_split=2 
GB learning_rate=0.1,n_estimators=100, max_depth=5 
MP hidden_layer_sizes=(100,), activation='relu',solver='adam', learning_rate_init=0.001, max_iter=1000 
SV C=1.0, epsilon=0.1  
K-NN n_neighbors=5,weights='distance'. num_leaves=31 
LGBM learning_rate=0.05, n_estimators=100 
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Table 5. Performance of multimodel prediction with different numbers of features and evaluation metric. 

Metric Features DT RF GB MP SV K-NN LGBM 
R2 3 0.784 0.789 0.794 0.785 0.739 0.707 0.794 

 5 0.806 0.810 0.802 0.794 0.769 0.726 0.803 
 7 0.807 0.812 0.803 0.791 0.763 0.712 0.807 

Metric Features DT RF GB MP SV K-NN LGBM 
MAE 3 6.654 6.575 6.456 6.627 6.310 7.230 6.499 

 5 6.321 6.284 6.327 6.544 6.230 7.017 6.404 
 7 6.318 6.248 6.348 6.672 6.189 7.073 6.46 

Metric Features DT RF GB MP SV K-NN LGBM 
RMSE 3 9.077 8.965 8.853 9.051 9.972 10.572 8.849 

 5 8.593 8.501 8.678 8.868 9.380 10.213 8.665 
 7 8.578 8.456 8.628 9.025 9.549 10.392 8.582 

 
Table 6. Model performance with various K values in K-fold cross-validation. 

Model K R² MAE RMSE 
DT 5 0.796 6.351 8.733 

 10 0.795 6.376 8.744 
 15 0.795 6.380 8.733 

RF 5 0.801 6.320 8.620 
 10 0.801 6.321 8.622 
 15 0.801 6.325 8.618 

GB 5 0.798 6.354 8.701 
 10 0.798 6.336 8.680 
 15 0.798 6.338 8.672 

MP 5 0.782 6.638 9.026 
 10 0.783 6.625 8.995 
 15 0.784 6.583 8.973 

SV 5 0.765 6.053 9.382 
 10 0.765 6.041 9.362 
 15 0.765 6.039 9.355 

K-NN 5 0.713 7.097 10.355 
 10 0.712 7.131 10.361 
 15 0.713 7.109 10.348 

LGBM 5 0.790 6.474 8.855 
 10 0.792 6.445 8.804 
 15 0.792 6.440 8.796 

    

In the first experiment, only three features 
were used. The models demonstrated good R2 
scores, ranging from 0.739-0.794, indicating their 
ability to predict the data. Additionally, these 
models had relatively low MAE and RMSE 
values, implying their accuracy in predicting data. 

Five features were used in the second 
experiment. Some models displayed a 
performance improvement, as indicated by a 
slight increase in the R2 score and MAE, but a 
slight decrease in the RMSE. However, K-NN 
performed poorly, with a decrease in the R2 
score and MAE, but an increase in the RMSE. In 
the third experiment, the RF, GB, and LGBM 
models exhibited a slight increase in 
performance. The R2 scores for these models 
increased from the test using five features, with 
the RF achieving the highest R2 score of 0.812. 
The MAE also decreased slightly, while the 
RMSE for these models remained relatively 
stable. 

Based on the metrics, the RF with seven 
features had the highest R2 score (0.812) and 
the lowest MAE (6.248) and RMSE (8.456), 
indicating that it performed the best among all the 
models tested. Therefore, this model is 
recommended for this dataset. Furthermore, the 
number of features used significantly affected the 
model performance. 

To ensure the accuracy and reliability of the 
predictive models, we applied the k-fold cross-
validation technique with k values of 5, 10, and 
15. Such an approach reduces bias and variance 
in model evaluation. The performance metrics R², 
Mean Absolute Error (MAE), and Root Mean 
Squared Error (RMSE)—for each model across 
different k values are presented in Table 6. 

B. DISCUSSION 
The results indicate that students with higher 

procrastination levels tend to achieve lower 
academic performance. This finding aligns with 
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prior research suggesting that procrastination 
negatively impacts learning due to reduced study 
time, increased cognitive load, and last-minute 
task completion, which affects comprehension 
and performance quality. Additionally, students 
with high procrastination behaviors often struggle 
with time management and motivation, leading to 
increased stress and ineffective learning 
strategies. These factors contribute to lower task 
scores in Cluster 2 (high procrastination, poor 
performance). The moderate performance 
observed in Cluster 3 suggests that while some 
procrastination may not drastically impact 
academic success, excessive procrastination (as 
in Cluster 2) results in significantly lower grades. 

V. CONCLUSION 
This study successfully applied cluster 

analysis to categorize students based on their 
procrastination behaviors, determining the 
optimal number of clusters using the Elbow 
method, followed by K-Means clustering for 
student grouping. The results identified three 
distinct procrastination clusters, where Cluster 1 
represents low procrastinators with good 
academic performance, Cluster 2 consists of high 
procrastinators with poor academic performance, 
and Cluster 3 includes medium procrastinators 
with moderate academic performance. The 
clustering results highlight the significant role of 
procrastination in academic outcomes, 
demonstrating that students with lower 
procrastination tendencies tend to achieve better 
performance, whereas higher procrastination is 
associated with lower scores. These insights 
validate the effectiveness of TaskStartPro, 
TaskSubPro, and TaskDelay as key 
procrastination indicators in analyzing student 
behavior. 

Beyond clustering, we successfully predicted 
student task scores based on procrastination 
behavior. Among the models tested, Random 
Forest (RF) achieved the highest accuracy, with 
an R² score of 0.812, MAE of 6.248, and RMSE 
of 8.456, outperforming other machine learning 
models. The results suggest that integrating 
procrastination-based clustering with prediction 
models can improve student performance 
forecasting in online learning environments. 

To further enhance the clustering model, 
future research could explore feature selection 
improvements by incorporating additional 
student activity logs, such as learning resource 
access frequency and discussion forum 
interactions, to refine the procrastination 
classification. Enhancing the dataset with these 
behavioral indicators may offer deeper insights 
into the impact of procrastination patterns on 
academic performance. Additionally, integrating 

clustering-based student analytics into Learning 
Management Systems (LMS) like Moodle 
through real-time procrastination monitoring 
dashboards could allow for adaptive learning 
interventions, enabling instructors to identify 
students in high procrastination clusters and 
provide personalized support, deadline 
reminders, or guided study strategies to enhance 
their academic performance. 

Future research should expand on predicting 
online learner performance by integrating 
clickstream behavior analysis with advanced 
ensemble learning methods such as stacking, 
bagging, and boosting. This approach would 
enable more dynamic and personalized learning 
analytics, helping educators identify at-risk 
students earlier and refine intervention strategies 
for improving engagement in online learning 
environments. 
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