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1. PENDAHULUAN
Mengumpulkan data merupakan salah satu tahapan dalam proses penelitian yang

sangat penting, karena dengan mendapatkan data yang tepat maka proses penelitian akan
berlangsung sampai peneliti mendapatkan jawaban dari perumusan masalah yang sudah
ditetapkan. Data yang dicari harus sesuai dengan tujuan penelitian. Dengan teknik sampling
yang tepat, sudah mendapatkan strategi dan prosedur yang akan digunakan dalam mencari
data di lapangan. Jenis data yang dapat kita pergunakan untuk penelitian yaitu sekunder dan
data primer.

Data sekunder merupakan sumber data penelitian yang diperoleh secara tidak
langsung, yaitu data yang sudah tersedia sehingga peneliti tinggal mencari dan
mengumpulkan melalui media perantara yang diperoleh dan dicatat oleh pihak lain. Data
sekunder umumnya berupa bukti, catatan atau laporan historis yang telah tersusun dalam
arsip (data dokumenter) yang dipublikasikan dan yang tidak dipublikasikan.

Kegiatan pengumpulan data merupakan salah satu tahapan penting dalam suatu
penelitian dan dilakukan setelah peneliti selesai membuat desain penelitian sesuai dengan
masalah yang sudah dirumuskan. Meskipun data sekunder secara fisik sudah tersedia
peneliti tidak boleh melakukan secara sembarangan. Untuk mendapatkan data yang tepat
dan sesuai dengan tujuan penelitian, Peneliti memerlukan beberapa pertimbangan,
diantaranya sebagai berikut:

a. Jenis data harus sesuai dengan tujuan penelitian yang sudah Peneliti tentukan
sebelumnya.

b.  Data sekunder yang dibutuhkan bukan menekankan pada jumlah tetapi pada kualitas
dan kesesuaian; oleh karena itu peneliti harus selektif dan hati-hati dalam memilih dan
menggunakannya.

c.  Data sekunder biasanya digunakan sebagai pendukung data primer; oleh karena itu
kadang-kadang kita tidak dapat hanya menggunakan data sekunder sebagai satu-

satunya sumber informasi untuk menyelesaikan masalah penelitian.

2.  PENGOLAHAN DATA SEKUNDER
2.1 Kasus Data Sekunder

Analisis pengaruh Debt to Equity Ratio, Return on Equity dan Net Profit Margin
terhadap harga saham, pada Periode 2010 - 2016. Jenis data yang digunakan berdasarkan

sumbernya adalah data sekunder dan jenis data berdasarkan waktunya yaitu data time series.
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Tabel 1.

Nama Perusahaan Periode
PT AW 2012
PT AW 2013
PT AW 2014
PT AW 2015
PT AW 2016
PTIF 2012
PTIF 2013
PTIF 2014
PTIF 2015
PTIF 2016
PTIDS 2012
PTIDS 2013
PTIDS 2014
PT IDS 2015
PT IDS 2016
PT KF 2012
PT KF 2013
PT KF 2014
PT KF 2015
PT KF 2016
PT UIM 2012
PT UIM 2013
PT UM 2014
PT UIM 2015
PT UIM 2016
PT UR 2012
PT UR 2013
PT UR 2014
PT UR 2015
PT UR 2016

Data Sekunder
DER

0,08
0,36
0,06
0,17
0,28
0,07
0,07
0,24
0,22
0,15
0,13
0,07
0,13
0,09
0,34
0,26
0,02
0,15
0,65
0,04
0,24

0,1
0,17
0,51
0,13
0,04
0,22
0,44
0,07
0,42

ROE

0,01
0,21
0,01
0,03
0,12
0,18
0,38

20,57
0,03
0,15
0,12
0,07
0,05
0,02
0,25

-0,1
-0,02
0,28
2,08
0,02
0,05
0,07
0,02
-0,07
0,26
0,26
0,18
0,03
0,07
0,04

NPM

4,48
14,02
3,18
3,18
14,46
6,72
5,37
9,1
5,87
6,46
15,52
10,09
5,7
3,71
9,58
3,26
0,53
6,5
53
1,74
8,84
3,62
1,91
2,33
13,09
8,43
19,05
3,68
7,56
2,06

Harga Saham

14,24
31,57
36,68

0,14
11,71
55,71

1,01

75,5

26,9
32,59
8,4
25,61
-5,73

12,2

17,96

58,21

42,92
31,98
28,62

0,29

1,51

31,02

22,56

71,08
53,86

28,98
64,07
14,06

-58,12

16,32

Data tersebut didapat dari laporan keuangan dan dicari meggunakan rumus rasio:

e Debt to Equity Ratio
e Returnon Equity =

e Net Profit Margin =

Total Liability

Total Equitas

Earning After Tax

Total Equitas

Earning After Tax

Sales



2.2 Pengolahan Data Sekunder dengan SPSS
Setelah semua data siap maka langkah selanjutnya adalah menganalisis

menggunakan SPSS v.20. Pertama buka software SPSS v.20

Q IBM SPSS Statistics 20

IBM SPSS Statistics 20 License A...

Maka selanjutnya akan muncul page utama :

M L IBM SPSS Statistics 19 [3<)

What would you like to do?

@ 2 Open an existing dato source

\II.‘\.‘i © Opan gnother typs of fila

@) Create new query
uming Database VWizard

[T contenow this gialeg in the Tuture Lok ][ conce
TemmorE

B SPEE Statetics Pr

Pada page tersebut ada beberapa pilihan yaitu :

1. Open an existing data source : untuk membuka data SPSS yang telah disimpan
sebelumnya.

Open another type of file : untuk membuka output dari SPSS yang telah disimpan
Run the tutorial : untuk melihat petunjuk penggunaan SPSS

Type in data : untuk membuka halaman kerja SPSS atau membuat baru data SPSS

w»ok wN

Run aas existing query : untuk membuka database yang sudah disimpan



6. Create new query using database wizard : untuk membuat database dengan pilihan

Ms Accees, Ms excel, dBase File, xtereme sample database 2005

Pilih type in data karena akan membuat data analisis baru menggunakan SPSS

Selanjutnya akan muncul halaman utama SPSS.

%, Untitled1 [DataSet0] - IBM SPSS Statistics Data Editor

Fie Edit View Data Tranaform  Analyze Direct Marketng Craphs  Utiies Add-ons  Window  Help

SEé |« BL MBS B 19% “8

Name I Type Width | Decimals | Label Values Missing | Columns Align Measure Role

[H1
Variable View)

Dals e

1BM 5P

Pada halaman ini terdapat dua tab yaitu Variabel View dan Data view.
e variabel view : digunakan untuk mengatur variabel

e Data view : digunakan untuk mengatur dan menginput data

Pilih tab variabel view terlebih dahulu, karena sebelum mengisi data harus membuat
dan mengatur variabel yang akan digunakan.

J lame  Type _' Widh ‘Decimalsj:_ b Ve Missing _irCnlumnsj_ g Measure Rok

Selanjutnya penjelasan mengenai field yang ada pada tab variabel view.

1. Name : untuk membuat nama dari variabel yang akan dianalisa (tanpa spasi).

2. Type : untuk menentukan tipe masing masing variabel.

3.  Width: untuk menentukan berapa banyaknya data yang akan diinput pada satu data
disetiap variabelnya.

4. Decimal : untuk menentukan berapa banyak angka setelah koma (bilangan decimal)
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5. Label : untuk memberikan keterangan dari nama variabel tersebut

6. Values : untuk membuat inisial berupa angka untuk masing masing variabel contoh
angka 1 untuk pria dan angka 2 untuk wanita

7. Missing: untuk membuat apakah ada data yang hilang.

8. Colums : untuk menentukan berapa besar lebar kolom masing masing variabel

9. Align : untuk menentukan perataan data (left, right dan center)

10. Measure : untuk menentukan skala pengukuran yang digunakan setiap variabel
e Nominal : digunakan untuk data yang bertipe kalimat contoh : agama, jenis kelamin
¢ Ordinal : digunakan untuk data yang bertipe kalimat tapi bertingkat contoh: bagus,

cukup, buruk

e Scale : digunakan untuk data yang bertipe angka

11. Role : untuk menentukan cara pengisian data pada variabel

Dari penjelasan yang ada di atas maka buatah variabel sesuai dengan apa yang akan

di analisa.

View Data Transform  Analyze  DirectMerketng Graphs  Utiies Add-ons  Window  Help

18 0 o ~ E&% i B :@ B0 [ g Ho® %

J Name | Type | Width |Decimals|  Label Yalues Missing | Columns | Align Measue | Rl

DER Dat g 2 Deht to equity r... None None g = Right & Suile N Input
ROE Dat 8 2 Retum on equity  None Nane g = Right & Scale N Input
NPM Dot g 2 Net profit margin - None None 8 = Right & Scale N Input
Harga_3aham Dot g 2 Harga saham p... None Mone g = Right & Seale Tnput

Setelah selesai membuat dan mengatur variabel seperti di atas, maka langkah

selanjutnya adalah menginput data. Maka tab yang digunakan adalah data view.



Fila Edit  View Data Tranaform Analyze Diract Marketing  Grapha

=1, N @ e~ w69 A = AR

o
@
[=]

DER | RrRoE | NPM  |Harga_Sah...|

4,48 -14,24

\ 2 | 36 21 14,02 31,57
\ 3 | a5 01 3,18 36,68
\ 4 | A7 03 3,18 A4
\ 5 | 2 12 14 46 -11,71
\ (<] | 07 18 6,72 -55,71
| 7 ] 07 38 5§37 1,01
\ 8 | 24 20,57 9,10 7550
\ 9 | 22 03 5,87 -26,90
\ 10 | 15 A5 6,46 32,59
L1 A3 A2 15,52 -8,40
[ 12 | 07 07 10,09 2561
13 13 05 5,70 5,73
Co1a | -26 -10 -3,26 -58,21
15 - 02 - 02 -53 -42 92

[ 16 I 15 28 6,50 31,98
\ 17 | B5 2,08 5,30 2562
\ 18 | 04 02 1.74 29
| 19 | 18 na 9,14 1332
[ 20 - 22 -3,89 912 -74.24
| 21 A5 A8 1315 56,26
22 02 1,30 415 -20,49

23 34 25 9 58 17 96

24 4 NS 2 271 12 20

‘ Data vum Variable View

Setelah semua data di masukkan ke dalam variabel maka langkah selanjutnya sebelum
melakukan analisis adalah menguji apakah variabel variabel tersebut lulus uji asumsi klasik.

2.2.1 Uji Asumsi Klasik
Uji Asumsi Klasik dilakukan untuk mengukur apakah variabel variabel yang akan
diteliti dapat disebut sebagai variabel yang baik jika variabel tersebut memenuhi asumsi
normalitas data dan terbebas dari asumsi klasik statistik.
Ada 4 uji asumsi yang harus dilakukan terhadap suatu model regresi, yaitu:
Uji Normalitas
Uji Multikolinieritas
Uji Heteroskedastisitas

Ll Y o

Uji Autokorelasi

Untuk melakukan uji asumsi klasik dengan SPSS maka ikuti langkah langkah berikut:



1. Uji Normalitas

a. Ujinormalitas bertujuan untuk mengetahui apakah variabel pengganggu (residual)
memiliki distribusi normal.

b. Sebagai dasar bahwa uji t dan uji F mengasumsikan bahwa nilai residual mengikuti
distribusi normal.

c. Jika asumsi ini dilanggar maka model regresi dianggap tidak valid dengan jumlah
sampel yang ada.

d. Dampak dari tidak terpenuhinya asumsi normalitas adalah biasanya nilai t dan F.

Ada dua cara untuk melakukan uji normalitas yaitu:
a. Analisis grafik (normal P-P plot).
b. Analisis statistik dengan menggunakan analisis one sample Kolmogorov-Smirnov

Test.

Berikut adalah langkah langkah analisis dengan SPSS:

a. Analisis Grafik
Suatu variabel dikatakan normal jika gambar distribusi dengan titik-titik data yang
menyebar di sekitar garis diagonal, penyebaran titik-titik data searah mengikuti garis
diagonal.

Pilih menu Analyze — Regression — Linier

UL "Untitled].sayv [DataSct1] IBM SPPSS Statistics Data Editor

File  Edr Meeww  Oeta franstorm  Anslyze Direct Marketng  Graphs  Ubites  SAdd-ons  VAndow  Heip

= 3 s | m Sasis Reports » ,‘F‘I ¥ % b, =
— (=4 i Descriptive Statistics . i . _ =
Tables »
] DER [ ROE Compare Meosns » | | :
1 08 Seneral Lincar Model »
2 36 Generslized Linesr Models  »
3 06 Mixed Models »
1 a7 Correloate » -
= ) Regres=ion Lo |5 Avtomstic Linasr Modaing
»
[5 o7 "“—"""T:;‘ - : [idl Linear...
Neural wworks 2
? .EtT : Classify 5 -u Curve Estimation
= :’: = Cimension Reduction » [78] partial Least Squares...
2 o Scalke v EH sinary Logistio...
1[] - A5 Nonparametric Tasts » Bl pauttinomial Logistic...
1 A3 -
— = Forecasting » |5l Ordinal...
12 07 Swrvivel » =
s . -~ = ¥ probit...
13 il a3 Multiple Response » ey
14 | -.26 B2 Mizsing velue Analysis... [558 rormnear
s 3 -.02 Muttiple ImpLgation » ] vessics Estimsation
16 A5 Compiss Samplas » [id 2-stage Lesst Squsres
17 55 4 Cualty Contro) > Optimal Scaling (CATRES)
18 04 ROC Clrve ]
19 I8 09 N T332
20 22 3.69 912 74 .24
(l 21 A5 18 1315 56,26
( 22 oz 1.30 4.15 20,49
t 23 34 25 a58 -17 96
2a . IR =1 2 3 71 12 20 =5

| Data View | Variable Wiew



Setelah itu masukkan variabel dependent dan variabel independent, lalu pilih Plots.

% Linear Regression

(& Debt to equity ratio [DER]|
Return on equity [ROE]
&7 Net protit margin [MPR]

Dependent:
b [ f Harga saham parlembar |Harga_. . ]

rBlock 1 o1 1

Previous
Independent(=):
&7 Debt ta equity ratio [DER]
& Return on equity [ROE]
j Net profit margin [MPR)]

Methac:

] Rile..

Caze Lobels:

l |

@ Selection Variable.

@ [WLS Ywalght:

Maka akan muncul kotak dialog Linier regression: Plot

Masukkan variabel X dan Y nya sesuai gambar di bawah kemudian checklist pada

bagian normal probability plot dan produce all partial plots

‘_9- Linear Regression: Plots

\

\

bEPEhDNT rScatter 1 of 1

*IPRED

*ZRESID AL @
*DRESID v:

*ADJPRED % [ssresp “r
*SRESID .

*SDRESID S i g

rSlandardized Residual Plots

| Histogram
¥ Normal probability plot

W/ Produce all partial plots

/
() (o) )

Lalu pilih countinue, kemudian tekan OK



Maka selanjutnya akan muncul output SPSS, dan lihat pada Chart bagian Normal P-P
Plot of Regression Standardized Residual.

Normal P-P Plot of Regression Standardized Residual

Dependent Variable: Harga saham perlembar

0.85

0.6+

0.4=

Expected Cum Prob

0.2+

0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

Observed Cum Prob

Kesimpulan : Hasil dari output SPSS Normal P-Plot, memperlihatkan bahwa
distribusi dari titik-titik data menyebar disekitar garis diagonal dan penyebaran titik-

titik data searah dengan garis diagonal. Jadi data pada variabel penelitian dapat

dikatakan normal.

b. Analisis one sample Kolmogorov-Smirnov Test.

Bertujuan untuk membantu peneliti dalam menentukan distribusi normal dengan
jumlah data yang sedikit. Uji Kolmogorov Smirnov sangat membantu peneliti untuk
mengetahui apakah variabel pengganggu atau residual memiliki distribusi normal. Oleh
sebab itu sebelum melakukan uji normalitas-Kolmogorov Smirnov, terlebih dahulu
mencari variabel pengganggu atau residual dari variabel yang akan diteliti. Variabel
residual didapat dari selisih (dikurang) antara variabel Y aktual dengan variabel Y

prediksi. Langkah-langkahnya adalah sebagai berikut:



data Cditor

Cirect Marketing Srepne

Anclyze

LIt Add-ono Ao Heolp

Reports » f =]
i it il 2] B Sa b
| | Tables »
| DER 1l ROE Couprare Means v v [ s T ot I
1 o= @oneral Linear Mode! »
= s o2 LIy ROt
3 06 et Mo ckets »
T8 7 Correinte » { i
a5 20 IR ——— ¥ |5 sutomatic Linear Modaing
L3 o7 e s .
7 o7 e S [l Surve mstimation...
] 24 =20 Parialon Feckistion » 1 Partial Least Savares...
= == Scale > EE minmey Logietic...
i MONparametr o Teste " Fadl mutinemial Logistic ...
;; Forecastng El erdinal .
E Survival »
A3 Muttiple Response » 58 erone
2 MIGEING VeIl Analyeis. m DT ON
-.0= AL TP A STICn Y » A vacapre estension
RE Commptex Samples » Bifl 2-stege Lanst squeras...
B5 - Ssmitty Cortral > Optimml Scniing (CATREG) ..
na| Sl noc cuve. z T T
A8 SO -Ta T
e -3.89 9,12 -74 .24
g8 A8 1315 56,26
o2 1.90 415 =20 45
34 25 9 .58 -17 96

Maka akan muncul kotak dialog Linier Regression

Kemudian Pilih Save

ression

Deperdarnt.
[ Gait to equny ratio (GERT]| | ™ | [ Harga sanam periembar (Hargs_... |
& Return on equity [ROE) R, Plots...

22 Net profit margin [NPM]

Andopandant(a):

57 Dbt 10 moquity atio (DER) @
& Return on equity [ROE]

£ Met protit margin [MEM)

| Mesthoc: lEEE —

@ FM% Rulle
E [Q_uuu Labels: ]

i ] IV\ILSV\MIQQL |

Check list pada group box Residual dan pilih Understandardized, lalu Tekan
Countinue dan pilih OK

rPredicted Values rResidusl
[ Unstandsrdized (a1 i

|| standardized || standardize:
] adusted ] Studentized
] = E. of mean predictions ] Deleted
] Studentized deleted
Dristances Influence Statistics
7] Mahalanobis ] DrBetacs)
] cook's ] Standardized DiSetacs)
] Leverage values ] DfFit
Presdiction Inter vels ] Standardized OfFit
[ Mean T individusl 7| Covariance ratio
Confidence Interval: -
rCoerncient =

7] Creste cosfricient statistios

B Vritm = rievy dete Tk
| Fie... |

—Export model information to XML file

[ | LBrowse..]

(& Include the covariance matrix

(contioue J [_cancer ][ new ]




Lihat pada Input SPSS, di bagian Data View dengan sendirinya akan menambah satu

variabel lagi yaitu variabel residual.

| per ROE | NPM  Harga Sah pesy M

1] '] pt 448 1424 -1.84105
2| 36 21 1402 3157 631081

3 06 Y 318 3668 5294734

4 A7 fic] 3,18 14 92379

5 20 12 14,46 A7 -237545

6 i 18 672 5571 -47 67303

[ 7 fiv 38 537 101 1105561
8 | 24 257 9.10 75 50 - 20492
I 2 i 587 2630 -26.35297
10| 15 15 6.46 259 607683
" 13 12 1552 8,40 -21.43121

12 7 07 1009 2551 -238%23
13 13 05 570 573 0055
14 - 26 -0 326 5321 814720

5 -p2 -p2 .53 4232 -14.03253

6 | 15 28 650 3198 3495375

17 | 73 208 530 2852 431953

18 | 04 i7) 174 -29 2002987

19 | 18 9 9.1 1332 975747

0 .2 389 9,12 7424 249544

21 146 10 13,15 56,26 46.33520

2 pz 130 4,15 20,49 T ERTTI

3 34 25 958 17 96 -3325083
| 5

Setelah muncul variabel residual maka dilakukan uji Kolmogorov smirnov dengan

langkah berikut: Analyze —Nonparametric Tests —Legacy Dialogs — 1. Sample K-S.

sav [DataSet1] - IBM SPSS Statistics Data Fditor

ey Dsta Transtorm Analyze Direct Marketing  Graphe  Uiities  Add-ons Window Hel

4 P
™ . Raports » £ g o = (A
"E&] Im e Dga » @ ﬁ% LJJ4¢~
| Takbles >
DER ROE Compres Mesrs » RES_1 [ var [ va : |
08 Seneral Linear Model » -1 84105
36 OCencrolized Lineor Models B 531081
06 Mapd Modas P 652 94734
7 Correlata " 9 23790
28 Regression » 32 37546
07 posinese 2 47 67303
Neural Network= »
o7 el 2 11 05661
24 2 SR, 5 20492
22 o . -26 36297
_AI5 Nonparametric Tests > A One Sample...
A3 Forecasting >
o7 S S M\ Independent Samples...
A3 l_AJHDIB et orien > A Relsted Samples...
- 26 =0 Vake y: Legacy Dinlogs » B chi-square...
-02 Mt mpudeation » -14.03263 Ginomsal.
15 Campinx Sempla » 3495375 TT] Ruee
65 E Guaality Control » -4.31953 3l 1-sampie K-S ..
04 ROC Curve =20.08987 [ 2 independent Sampies...
18 A o T332 9.75747 I < e Sirs Saiea,
-22 -389 -9.12 7424 -2.49544 =
A8 A8 13.15 5626 46.36520 i::::: -
02 130 4,15 -20.49 -7 86779 =
34 25 958 -17 96 -33.25988
na 02 371 1220 25 _AARDS
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Maka akan muncul kotak dialog One Sample Kolmogorov Smirnov test, dan masukan

variabel residual ke dalam test variabel List.

3, One-Sample Kolmogorov-Smirnoyv Test

Test Variable List:
& Debt to equity ratio [DER]| & Unstandardized Resid. %
é9 Return on equity [ROE] Options...
& Net profit margin [NPM]

& Harga saham perlemba...

E

Test Distribution
@ Normal l: Uniform
|| Poisson [ Exponential

(o) (oo (peset) (Bocem) (e )

Kemudian Pilih OK. Muncul output untuk uji Kolmogorov Smirnov.

One-Sample Kolmogorov-Smirnov Test

Unstandardized Residual
N 35
Normal Parameters”® Mean 0000000
Std. Deviation 2785929955
Most Extreme Differences Absolute 095
Positive 089
Negative -095
Kolmogorov-Smimov Z 563
Asymp. Sig. (2-tailed) 909

a. Test distribution is Normal.
b. Calculated from data.

Dari Tabel One Sample Kolmogorov Smirnov di atas tentukan Hipotesis untuk
pengujian:
a. Hipotesis yang diajukan adalah sebagai berikut:
Ho: Data residual berdistribusi normal.
Ha: Data residual tidak berdistribusi normal.
b. Pengambilan keputusan:
Jika Sig. (p) > 0,05 maka Ho diterima
Jika Sig. (p) < 0,05 maka Ho ditolak.
Maka hasil tabel yaitu: Berdasarkan hasil Ouput SPSS Kolmogorov-Smirnov
menunjukkan nilai Asymp. Sig (2- tailed) 0.909 > 0,05 (level of significant). Jadi

hipotesis Ho diterima dan hipotesis alternatif (Ha) ditolak.
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Kesimpulan: Berarti data residual berdistribusi normal.

2. Uji Multikolinearitas

Uji multikolinieritas bertujuan untuk menguji apakah model regresi ditemukan adanya

korelasi antar variabel bebas (independent variable). Model regresi yang baik seharusnya

tidak terjadi korelasi di antara variabel bebas, karena jika hal tersebut terjadi maka

variabel-variabel tersebut tidak ortogonal atau terjadi kemiripan. Untuk mendeteksi apakah

terjadi problem multikolinearitas dapat melihat nilai Tolerance dan lawannya Variace

Inflation Factor (VIF). Langkah Langkah nya yaitu:

Pilih menu analyze — regression — linier

W "Untitled! say [DataSet1] - IUM SPSS Statistics Data Lditor

e st

P L

Owe Tranzform  Analyze

Orect Marketing  Graphs  Ltities

Add-onz WWindow

= ;- @ T Meports »
a) H =) o Dazcriptive Statlstics ’
Takwao »
| DER | ROE Coppare Maans 4
1 06 Cwrmrw Linsar Model »
2 a6 Goneareiized Lirss Model,
el G Mo Modere ’
4 a7 Corrwiin 3
5 0 Ragrassion »
6 07 Lo e »
> 07 Neural Netyyorks »
Clwnsity »
a 24 2q z
— = e 100 KOMICHon ’
o »
10 A5 Morgparsmatnc Teata 4
n a3 Forecasting »
12 o7 Survvel »
13 a3 [Ty e — »
14 i m Mazing Value Anatyals,
15 oz Mt Fnputation »
% a6 Compier Swnplews »
17 55 3 Guolty Contral »
18 na ROC Cutye.
13 R iE=) ENES T3 3
20 > 3 a,12 74,24
21 16 Ja 13,16 56,26
22 02 1.3 415 -20.49
23 a4 25 Q.58 -17 96
e

B % 6

15 sutomati: Liness modeing.

el Linaar.

Fortiol Loagt Souares ..

EA Snory Logistic. ..

P»a Hukrcenal Loge st

B Ceawal.

48 crona

B9 v

oA vesgrt Estimetion

il 2 stege Loant Saumes .
Cwlimed Scalig (CATREG)

= R T L B r . 1 TR R,

Kemudian pilih tombol statistics

i Linear Regression =

Dependent:

|&” Dekt to equity ratio [DER]
&5 Return on eouity [ROT]
&5 et profit margin [NPM]

BN [ toroe sohem periember [Hargs .|

Block 1 of 1

Independernt(s):

4% Debt to equity ratio [DER]
&% Return on equity [ROE]
&7 Met protit margin [NPM]

Method:  |Enter e
E Selection Variable:
[ | | Rue

Case Labels:

@ VLS wWelght:
[ ]

=
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Maka akan muncul kotak dialog seperti ini:

¥ Linear Regression: Statistics
=4
Regre=s=sion Coefficients ] model fit
|_| Estimates |_j R squared change
[:l Confidence intervals l:} Descriptives

[ Part and partial correlations
[ covariance matrix [+ [cotlinearity diagnostics

Residuals

[ Durbin-wWatson

[] casewise diagnostics
[Corrtinue{:ancel ][ Helgp ]

Check list pada Colinierity diagnostics kemudian pilih countinue dan OK maka akan

@

keluar output, dan lihat pada tabel Coefficients.

Coefficients®
Collinearity Statistics
Model Tolerance VIF
1 Debt to equity ratio 762 1.312
Return on equity 953 1.049
Net profit margin 768 1.302

a. Dependent Variable: Harga saham perlembar
Untuk mendeteksi apakah terjadi problem multikolinearitas dapat melihat nilai
Tolerance dan lawannya Variace Inflation Factor (VIF). Output nilai tolerance rendah
(>0,1) atau VIF <10 Kesimpulan, yaitu: Nilai Tolerance masing masing variabel kurang

dari 0,10 dan nila VIF setiap variabel lebih kecil dari 10.

Maka antar variabel dependent mempunyai tidak mempunyai hubungan atau tidak
saling berhubungan satu sama lain, ini baik dalam penelitian. Karena penelitian yang baik
itu adalah masing masing variabel bebas tidak mempunyai hubungan dengan variabel

bebas lainnya atau tidak saling mempengaruhi

3. Uji Heteroskedastisitas

Uji heteroskedastisitas bertujuan menguji apakah dalam model regresi terjadi
ketidaksamaan variance dari residual satu pengamatan ke pengamatan yang lain. Model
regresi yang baik yaitu tidak terjadi heteroskedastisitas. Heteroskedastisitas banyak

ditemui pada data cross-section, karena pengamatan dilakukan pada obyek yang
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berikut: Pilih menu analyze — regression — linier

berbeda di saat yang sama, sehingga variasi data lebih besar.

Langkah-langkah sebagai

Dats

IBM SPPSS Stat

data Editor

Utiitiss  Acicl-ons

Mg ==
[

| DER 1l
1 .08
2 .36
3 .06
S 2 A7
5 ] 28
B 07
T 07
8 24
E] | 22
10 15
11 A3
12 .07
13 A3
14 -.26
15 -0z
16 A5
17 B5
18 04
19 18
20 22
21 15
22 .02
23 34
A

5 automeatic Linear Modeling. ..
Linear...

B curve Estimation .
Partial Least Squaras
T sinary Logistic. ..

Bl Mutinomist Logistic

B ordinal...

GH] eront...

Monlinear. ..

[ vsight Estimeation

[l 2-Stage Least Squares

Cptimal Scaling (CATRES)...

Transtorm Analyze Diract Marketing Fraphs
Reports »
Descriptive Statistios »
Takles »

ROE Compare Means »
General Linear Model »
Generalized Linear Models  »
Mized Models »
Correlate »
Regression »
Loglinear >
Neural Networks »
Classify »

2 Dimension Reduction »
Scale »
Monparametric Tests »
Forecasting »
Survival »
Multiple Response »
Ed Missing Value Analysis...
Multiple Imputation »
Complex Samplos »
= Qualty Control »
ROG Curve
o= T TS,3
-3,89 -9.12 -74.24
18 13.15 56,26
1,30 415 -20.,49
25 9.50

-17 96

Toata view | Voo view

Kemudian pilih tombol Plots

#® Linear Regression y

|4 Dekt to squity ratio [DER]]
&7 Return on equity [ROE]
&% et protit marain [NPM)]

Dependent:

=t -
b &7 Harga saham perlembar [Hargs_.. /
Plots

Block 1 of 1

x|

Independent(s)

£ Debit to equity ratio [DER]
f Return on equity [ROE]
&7 Net profit margin [NPM]

| Ruil=

-

@ Selection VYariable:

@ Case Labels:

@ WILS Wsight:
[

(gt (e (st (oaen) (biwa)

[_save.. )

Deteksi heteroskedastisitas dilakukan melalui scatterplot dimana Y = SRESID dan X

inear Regression: Plots

= ZPRED. Lalu pilih Continue dan OK.

DEPENDNT

*ZPRED
*ZRESID
*DRESID
*ADJPRED
*SRESID
*SDRESID

[] Histogram
[ Mormal probakility plot

Scatter 1 of 1

Prey

-

Hous

)
[zzPreD

rStandardized Residual Plots —————————————————

| Produce all partial plots
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Maka akan muncul output dan lihat pada Chart Scatterplots.

Scatterplot
Dependent Variable: Harga saham perlembar
2
(<]
= ° ¢ @
) °®
T " o
o o
E @ o
£ o -
5 0 = o © o
2 ° o =] o
(2] o rey
g o
.; o Q o
w
£ ®
é o o0
o
o
o
-2

Regression Standardized Predicted Value

Kesimpulan: Dari gambar di atas dapat dilihat bahwa plot menyebar dan tidak
membentuk suatu pola. Ini berarti tidak terjadi heteroskedastisitas. Karena data yang baik

itu jika menyebar dan tidak membentuk suatu pola tertentu.

4. Uji Autokorelasi

Uji autokorelasi adalah untuk melihat apakah terjadi korelasi antara suatu periode t
dengan periode sebelumnya (t -1). Umumnya terjadi pada data time series. Ada beberapa
cara untuk mendeteksi gejala autokorelasi yaitu uji Durbin Watson (DW test), uji Langrage
Multiplier (LM test), uji statistik Q, dan Run Test.

Langkah Langkah nya sebagai berikut: Pilih menu analyze — regression — linier

AL *Untitled1 .sav [DataSet1] - IBM SPSS Statistics Data Editor

Flle  Edt  wviews  Dats  Transtorm  Analyze  Direct Marketing @raphs  Utities  Acclons  VVinclow  Help
ShRe W = DR % e @ S |
G L T Descriptive Statistios » : (=====: & B
| Tables »
l DER l ROE Compare Means » | 3 Il
1 08 General Linear Model »
2 36 Generalized Linear Models  F
3 06 Mized Models »
Y 7 Correlate »
5 ] 8 Regression L = automeatic Linear Modeling. ..
5] (R g Lagiknar: L Bl Linear...
Neural Networks >
T 07 B curve Estimation .
B8 = 24 2] Shosntty s EE partial Least =
U Dimension Reduction » S hnsbed
9 22 Scale » E3 sinary Logistic. .
1 A5 MNonparametric Tests » Bl Mutinomist Logistic
11 A3 Forecasting 3 Ed ordinal...
1z 07 Survival »
13 A3 Multiple Response »
1 -.26 B3 Missing value Analysis...
15 -.02 Multiple Imputation »
16 A5 Complex Samples » [ 2-Stage Least Squares
e B5 E Calty Control » Cptimal Scaling (CATRES). ..
18 .04 ROG Curye I
19 18 o 9T T3.3
20 =22 -3,89 -9.12 -74.24
21 A5 A8 13,15 56,26
22 02 1,30 415 -20.,49
P} 34 25 a.58 17 96
;‘; ] IN(=] L2 e | il 12 201
3 — —

Data View Wariable View
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Kemudian pilih tombol statistics

A%, Linear Regression

Dependent:

| & Dekt to equity ratic [DER] St

| & Harga saham perlembar [Harga_.. |

&7 Return on ecuity [ROF] Block 1 of 1
&7 et profit margin [NPM]

Independent(s):

Hext

£ Debt to equity ratio [DER]

4 Return on equity [ROE]
&7 Net protit margin [NPR)]

Methact  |Erter

election Variable:

Case Labels:

]s
[

[VVLS wWelght:

ek |L;=«1= [ Reset | [ 2o | [ et

x|
[ statistics . ]

Plote...

Save...

Bootstrap...

Maka akan muncul kotak dialog seperti

¥ Linear Regression: Statistics @

Regression Coefficients - [T Model fit
= I_E_s‘timatesj [T rR squared change
[T confidence intervals | [ | Descriptives
Level(%): g [ Part and partial correlations

[] Colinearity disgnostics

[ covariance matrix \

rResiduals

& Durbin-vWatson
[ casewise disgnostics

@ O = outsice: 3 standard devist

LContinua][ Cancel ][ Help ]

ini:

Pada group box residuals checklist pilihan Durbin-watson, Lalu pilih countinue dan

Model Summary”®

OK. Maka akan keluar output dan lihat pada tabel Model Summary.

Adjusted R Std. Error of the
Model R R Square Square Estimate Durbin-Watson
1 6867 471 420 29,17621 2.276

a. Predictors: (Constant), Net profit margin, Return on equity, Debt to equity ratio

b. Dependent Variable: Harga saham perlembar

Dari tabel di atas di dapat nilai Durbin Watson sebesar 2,276.

Maka langkah selanjutnya yaitu, melihat pada tabel Durbin-Watson dimana K:

variabel bebas dan n: jumlah data. Dengan tingkat sign sebesar 0.05 atau 5%.

didapat: dL = 1,283 dan dU = 1.653
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Kriteria pengujian yaitu:

I'idak ada
Autokorelas:

Korclasi
+)

Korclasi
=)

o) o as > = per = e T
Dimana:

DW <dL = Terdapat autokorelasi positif

dL <DW <dU = Tidak dapat disimpulkan (inconclusive)

dU<DW <4-dU = Tidak terdapat autokorelasi
4-dU<DW <4-dL. = Tidak dapat disimpulkan
DW >4-dL = Terdapat autokorelasi negatif

Keterangan:

DW = Hasil perhitungan Durbin Watson Statistik
dU = Nilai batas atas (didapat dari tabel)

dL = Nilai batas bawah (didapat dari tabel)

Tidak Terdapat Autokorelasi

v dL du 2 pw 4-dU  4-dL 4

1.283 1.653 2.276 2.347

Hasil: 1,653 < 2,276 <2,347
dU<DW<4—-dU = Tidak terdapat autokorelasi.

Setelah dilakukan Uji Asumsi Klasik dan dapat diketahui bahwa variabel-variabel
yang diteliti dapat disebut sebagai variabel yang baik karena variabel tersebut memenuhi
asumsi normalitas data dan terbebas dari asumsi klasik statistik. Sehingga variabel layak

untuk di teliti lebih lanjut.
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2.2.2 Uji Regresi Linier berganda

Maka selanjutnya dapat dilakukan analisis data yaitu pengaruh antara Debt to Equity

Ratio, Return on Equity, Net Profit Margin terhadap Harga Saham

yaitu: Pilih menu Analyze — Regression — Linier.

%, *Untitled1.sav [DataSet1] - IBM SPSS Statistics Data Editor

Flle  Ect  view  Data  Tranctorm  Analyze  Direct Marketing  Graphs  Utities  Adcions  vwindow  Help

ErTN - B % % Bl
i — H [-"'J k= Descriptive Statistics » === == - | i
| Tables »
DER I ROE Compare Means > I = T = T
1 o8 General Linear Model »
[ > ‘ a5 Generalized Linsar Models b
3 | 06 Mixed Models »
4 a7 Correlate 3
5 20 Regression v 5] automatic Linear Modeling. ..
B o7 L X Tecar
g | il Linear...
— Neural Networks >
7 o7 e 5 B curve Estimation
8 24 20 leen;lon Crreren > EH partial Laasgt Squares
2 B Soals » E Binary Logistic..
10 a5 Nonparametric Tests » o] Muttinomial Logistic
1 29 Fuorecasting » B ordinal...
12 | 07 Survival » R erobn
13 | ] Multiple Response » st
14 =26 B2 Missing Value Analysis... i wontinear...
15 =02 Multiple Imputation » [ vweight Estimation
16 A5 Complex Samples » 2 Stage Least Squares
[ 17 B5 4 Quiaiity Cortrol > Optimal Scaling (CATRES). ..
[ 18 04 ROGC Curye
( 19 J A8 puics T 3.3
[ 20 J <22 -3.89 9,12 -74.24
[ 21 a5 18 13,15 56,26
[z o2 1,30 415 20,49
[ 23 34 25 9.58 -17 96
[ A 5] lnw] he | 1 12 20
e

| Data View || Variable View

Maka akan muncul kotak dialog seperti di bawah ini:

A, Linear Regression E= x|

Dependent

& Deobt to equity retio [DER] # | [ neraa saham periembar Harga_. | Eﬂ e r'
& Return on equity [ROE] Biock 1611 S

&7 Net profit margin [NPM]

Independent(s):
& Dett 1o equity ratio [DER]

& Return on equity (ROE]

&7 Net profit margin (MPM]

Method | Enter -

Selection Variable
Case Labels:
= | c

| — |

. Langkah-langkah nya

Pada kotak dialog tersebut masukkan sesuai variabel terikat dan variabel bebasnya.

Pada kotak dependent masukkan variabel terikatnya yaitu: Harga Saham dan Pada kotak

independent masukkan variabel bebasnya yaitu: DER, ROE dan NPM, Selanjutnya pilih

tombol statistics. Checklist pada descriptive dan kemudian pilih countinue
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# Linear Regression: Statistics ] x|

-Regression Coefficients ) [ Model fit

|/ Estimates "] R squared change
|| Confidence intervals | [ u_igenscn;;lrves}
: | Part and partial correlations

[ Covariance matrix | Collinearity diagnostics

~Residuals

| Durbin-Watson
| Casewise diagnostics
@0 X

a4

Setelah itu pilih lagi tombol Plots. Maka akan kembali pada kotak dialog ini.

\%Linear Regression: Plots ! il
*SDRESID rScatter 1 of 1
DEPENDNT ST -
*IPRED i et |
*IRESID o
*DRESID @ 'soRESID
*ADJPRED %
*SRESID »
» *ZPRED

Standardized Residual Plots .
[ Produce &ll partial plots

[ Histogram
[ Normal probabity plot

P2

l Continue i Cancel Hzg

Lalu pilih Ok.

1. Uji Deskriptif
Maka akan muncul output SPSS. Tabel yang pertama adalah tabel Descriptive Statistics:

Descriptive Statistics

Mean Std. Deviation N
Harga saham perlembar -3,1280 38,31147 35
Debt to equity ratio ,1303 ,20134 35
Return on equity ,6617 3,55471 35
Net profit margin 6,4217 5,79974 35

Data diolah sendiri

Dari tabel descriptive statistics di atas dapat dilihat rata rata (mean) dan standar deviasi

setiap variabel, yaitu:
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Harga saham perlembar mempunyai rata-rata sebesar -3,1280 dan standar deviasi
sebesar 38,31147

Debt to Equity Ratio mempunyai rata-rata sebesar 0,1303 dan standar deviasi sebesar
0,20134

Return on Equity mempunyai rata-rata sebesar 0,6617 dan standar deviasi sebesar
3,55471

Net Profit Margin mempunyai rata-rata sebesar 6,4217 dan standar deviasi sebesar

5,79974

Uji Korelasi

Tabel ke dua menunjukkan tabel Correlation, yang memperlihatkan hubungan antara

setiap variabel.

Correlations

Harga saham DER ROE NPM
Harga saham perlembar Pearson Correlation 1.000 542 428 515
Sig. (1-tailed) . .000 005 001
N 35 35 35 35
Debt to equity ratio Pearson Correlation 542 1.000 195 A74
Sig. (1-tailed) .000 . 131 .002
N 35 35 35 35
Return on equity Pearson Correlation 428 195 1.000 75
Sig. (1-tailed) .005 131 . 158
N 35 35 35 35
Net profit margin Pearson Correlation 515 A74 75 1.000
Sig. (1-tailed) 001 .002 158
N 35 35 35 35

Data diolah sendiri

Dari tabel correlation di atas dapat dilihat hubungan korelasi tiap variabel, tingkat

kekuatan korelasi variabel dan hubungan signifikannya. Kesimpulan dari tabel di atas:

a.

Tingkat signifikan antara Debt to Equity Ratio terhadap harga saham yaitu signifikan
sebesar 0,00 < 0,05 . dan hubungan antara Debt to Equity Ratio dengan harga saham
yaitu positif yang artinya apabila DER meningkat maka Harga saham suatu
perusahaaan juga akan meningkat. Tingkat korelasi sebesar 0,542 yaitu korelasi kuat.
Tingkat signifikan antara Retutn on Equity terhadap harga saham yaitu signifikan
0,005<0,05. dan hubungan antara Return on equity terhadap harga saham adalah
positif, yang artinya apabila ROE meningkat maka harga saham juga akan meningkat.

Dan tingkat korelasi sebesar 0,428 yaitu korelasi sangat lemah.
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c. Tingkat signifikan antara Net Profit Margin terhadap harga saham yaitu signifikan
0,01<0,05. Dan hubungan antara Net Profit Margin terhadap harga saham yaitu positif.
Artinya apabila NPM bertambah maka harga saham suatu perusahaan juga akan
bertambah. Dan tingkat korelasi antara NPM dengan harga saham sebesar 0,515

adalah korelasi kuat.

3. Metode Analisis SPSS
Tabel ke tiga menunjukkan tabel yang berisi informasi metode analisis yang

digunakan:

Variables Entered/Removed®

Variables Variables
Model Entered Removed Method

1 Net profit . Enter
margin, Return
on equity, Debt
to equity ratio

a. All requested variables entered.
b. Dependent Variable: Harga saham perlembar

Dari tabel variables Entered/removed menunjukkan informasi variabel yang
dimasukkan pada analisa regresi serta metode yang digunakan yaitu metode ENTER.
Metode enter adalah memasukkan semua prediktor ke dalam analisis sekaligus. Perhatikan

hasil analisis melalui SPSS. Semua prediktor dimasukkan secara simultan.

4. Uji Determinasi
Tabel ke empat adalah tabel model summary yang dapat menjelaskan uji determinasi.

Model Summary®

Adjusted R Std. Error of the
Model R R Square Square Estimate

1 ,686° 471 420 29,17621

a. Predictors: (Constant), Net profit margin, Return on equity, Debt to
equity ratio
b. Dependent Variable: Harga saham perlembar

Tabel Model Summary ini menunjukkan bagian determinasi dari model. Koefisien
Determinasi (Adjusted R square) digunakan untuk menghitung besarnya peranan atau
pengaruh variabel bebas terhadap variabel terikat.

Dari tabel di atas dapat diketahui koefisien determinasi / Adjusted R square
menunjukan angka 0,471 artinya sebesar 47,1% dari nilai harga saham ditentukan oleh

variabel DER, ROE dan NPM. Sedangkan sisanya sebesar 52,9% (100%-47,1%)
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dijelaskan oleh variabel variabel lain. Berikutnya dalam tabel model summary juga
diperoleh angka Standar Error Of the Estimate (SSE) adalah 29,17621 (untuk variabel
harga saham). Dapat dibandingkan antara angka SSE tersebut dengan angka Standar
Deviasi (STD) pada tabel Descriptive Statistics sebesar 38,31147 maka angka SSE<STD.
hal ini berarti angka SSE baik untuk dijadikan angka predictor dalam menentukan besarnya

harga saham perusahaan.

5. Uji Simultan
Tabel ke lima adalah tabel Anova yang dapat menjelaskan pengujian secara simultan,
atau pengujian yang dilakukan secara bersama-sama antara variabel bebas terhadap

variabel terikat.

ANOVA®
Model Sum of Squares df Mean Square F Sig.
1 Regression 23515.368 3 7838.456 9.208 .000%
Residual 26388.779 | 31 851.251
Total 49904.147 | 34

a. Predictors: (Constant), Net profit margin, Return on equity, Debt to equity ratio
b. Dependent Variable: Harga saham perlembar

Dari table Anova di atas dapat disimpulkan:

F hitung (9,208) > F table 2,911

Gunakan rumus Ms. Excel untuk mencari F tabel (2,911) yaitu =FINV(0,05; 3; 31)
Nilai Sig. (0,000) < 0,05.

Kesimpulan: HO ditolak dan H1 diterima, berarti variabel bebas yaitu DER, ROE dan

NPM secara simultan signifikan mempengaruhi variabel terikat vaitu harga saham.

6. Uji Parsial
Tabel ke enam adalah tabel coefficient yang dapat menjelaskan pengujian secara

parsial atau pengujian secara masing-masing antara variabel bebas terhadap variabel

terikat:
Coefficients®
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Bele t Sig.
1 (Constant) -26.479 7.451 -3.554 .001
Debt to equity ratio 64.570 28.471 339 2.268 .030
Return on equity 3.337 1.442 310 2315 .027
Net profit margin 1.982 985 .300 2.013 .053

a. Dependent Variable: Harga saham perlembar
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Dari tabel Coefficients di atas dihasilkan persamaan regresi sebagai berikut:

Y =-26,479 + 64,570 X1 +3,337X2+ 1,982 X3 +e
(-3,554)  (2.268) (2,315) (2,013)

Ketentuan Pengujian:
HO: B =0 Variabel bebas secara parsial tidak signifikan mempengaruhi variabel terikat.
HI: B # 0 Variabel bebas secara parsial signifikan mempengaruhi variabel terikat
. Aturan Pengujian dalam Uji t:
Jika -t Hitung < t Tabel <t hitung = Tolak HO sehingga H1 diterima
Jika -t Hitung > t Tabel > t hitung = Terima HO sehingga H1 ditolak
Atau dapat juga menggunakan Nilai Signifikansi :
Jika Sig < 0,05 = Tolak HO sehingga H1 diterima (Signifikan)
Jika Sig > 0,05 = Terima HO sehingga H1 ditolak (Tidak Signifikan)
. Dari tabel coefficients di atas diperoleh :
1. Nilai t hitung untuk konstanta (a atau o) sebesar -3,554 dengan nilai sign sebesar
0,001
T hitung (-3,554) < T tabel 2,039 maka HO ditolak dan H1 diterima
T hitung didapat dari menggunakan rumus excel yaitu =TINV(0.05, 31)
Nilai sign sebesar (0,001) < 0,05 = maka Ho ditolak HI diterima

Dari hasil di atas berarti, konstanta tersebut signifikan mempengaruhi variabel

harga saham perusahaan (Y).

2. Nilai t hitung untuk koefisien DER (b; atau 1) adalah sebesar 2,268 dengan nilai
sig. 0,030
T hitung (2,268) > T tabel 2,039 = Maka HO ditolak dan H1 diterima
T hitung didapat dari menggunakan rumus excel yaitu =TINV(0,05, 31)
Nilai Sig (0,016) < 0,05 = Maka H1 diterima dan HO ditolak

Artinya: koefisien Variabel DER (X1) secara parsial signifikan mempengaruhi

variabel HargaSaham (Y).

3. Nilai t hitung untuk koefisien ROE (b, atau ) adalah sebesar 2,315 dengan nilai
sig. 0,027
T hitung (2,315) > T tabel 2,039 = Maka HO ditolak dan H1 diterima
T hitung didapat dari menggunakan rumus excel yaitu =TINV(0,05, 31)
Nilai Sig (0,027) > 0,05 = Maka HO ditolak dan H1 diterima

24



Artinya: koefisien Variabel ROE (X2) secara parsial signifikan mempengaruhi

variabel Harga Saham (Y).

4. Nilai t hitung untuk koefisien NPM (b3 atau 3 ) adalah sebesar 2,013 dengan nilai
sig. 0,004
T hitung (3,100) > T tabel 2,039 = Maka HO ditolak, dan H1 diterima
T hitung didapat dari menggunakan rumus excel yaitu =TINV(0,05, 31)
Nilai Sig (0,053) > 0,05 = Maka HO diterima dan H1 ditolak
Artinva, koefisien Variabel NPM (X3) secara parsial signifikan mempengaruhi
variabel HargaSaham (Y).
Chart
Histogram
Dependent Variable: Harga saham perlembar
Mean = 347E-18
10 ag,gﬁew =0955
2 . / /
i / i \\
0 / \
; Regr:ssion Stan:ardized Re1sidual
Normal P-P Plot of Regression Standardized Residual
o Dependent Variable: Harga saham perlembar
fg 06
3
8
§. 0.4

T T
00 0.2 04 0.6 08 1.0
Observed Cum Prob
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Grafik di atas menunjukkan normalitas sebaran data. Jika residual berasal dari
distribusi normal, maka nilai-nilai sebaran data akan berada pada area di sekitar garis
diagonal. Dari grafik di atas kita lihat bahwa sebaran data berada pada sekitar area garis

diagonal.

3.  PENGOLAHAN DATA PRIMER
3.1 Uji Deskriptif

Angket (kuisioner) penelitian umumnya berisi item tentang karakteristik/identitas
responden. SPSS dapat digunakan untuk mengolah data untuk item tersebut. Sebagai contoh
sebuah angket mengandung item-item karakteristik responden: usia, jenis kelamin, status

perkawinan, dan masa kerja.

No Usia Jenis Kelamin Status Perkawinan Masa Kerja
1. 2 2 1 2
2. 2 2 1 2
3. 1 2 2 1
4. 2 2 2 3
5. 1 1 1 1
6. 2 2 2 4
7. 2 2 2 2
8. 3 1 1 3
9. 3 2 2 1
10. 2 2 2 1
Keterangan :
1. Usia : 1. <21 Tahun2. 21-30 tahun 3. 31-40 tahun 4. >40 tahun
2. Jenis Kelamin : 1. Laki-laki 2. Perempuan
3. Status Perkawinan : 1. Kawin 2. Tidak Kawin
4. Masa Kerja : 1. <1 tahun 2. 1-5 tahun 3.> 5 tahun

1. Membuat Variabel dan Data
Masuk ke Varibel View, isi Cell name, type, width, dll, sesuai dengan ketentuan jenis

atau skala dari data yang akan diolah.
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File Edit View Data Transform Analyze DirectMarketing

Graphs Utilities Add-ons Window Help

SEHe M~ BhLE HE

B

% =6

| Name | Type | Width | Deci

Is ”

Label H Values ”

Missing ] Columns H

Align

[

" Role

S

-
=

I

Maka tampilan variabel view sebagai berikut:

File Edit View Data Transform Analze DirectMarketing Graphs Utiities Add-ons

Window Help

[1BM SF

SHE 0 = ~

L i B

% %

Role

| Name | Type | width | Deci

Is |

Label ” Values H

Missing ‘ Columns ”

Align

H Measure

I

Usia Numeric 8

Gender Numeric 8
Status Numeric 8
8

Masa_Kerja  Numeric

||~ on|fs|w|n] =

©

ol
Ni=|S

o o o o

None
None
None
None

il

None

None

None

© @ ™

None

Right
Right
Right
Right

& Nominal
&> Nominal
& Nominal
&> Nominal

7]

Value Labels

rValue Labels

Label: |

Add
Change

Remove

1="Pria"
2 ="Wanita"

(speting..)

(o) (e o

N Input
N Input
N Input
N Input

Pada kolom values, awalnya tertulis None, klik mouse pada sudut tulisan None, dan

akan muncul menu seperti gambar di bawah. Jika pada angket pilihan laki-laki diberi skor

1 dan perempuan skor 2, maka ketikkan pada Value nilai 1 dan pada Label ketikkan Laki-
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laki, lalu klik tombol Add. Demikian juga untuk perempuan, ketik pada Value nilai 2 dan
pada Label ketik Perempuan, lalu klik tombol Add. Jika sudah selesai klik tombol Ok.

Selanjutnya klik halaman Data view. Isi data karakteristik responden (Jika data

sudah ada di Ms. Excel tinggal di Copy dan Pastekan ke dalam SPSS).

File Edit View Data Transform Analyze DirectMarketing Graphs |

SHe I« B3 0
[

| Usia H Gender H Status H Masa_Kerja ‘ var
[ | 2 Wanita 1 2
2 2 Wanita 1 2
3 1 Wanita 2 1
4 2 Wanita 2 3
5 1 Pria 1 1
6 2 Wanita 2 4
7 2 Wanita 2 2
[ 8 3 Pria 1 3
9 3 Wanita 2 1
10 2 Wanita 2 1
[ 1]

17
18
19
0
21
2
2

Rk

[ ————————————————————
Data View [Variable View

il

2. Analisis Data Deskriptif
Data Frekuensi dapat diperoleh dengan cara: klik menu Analyze - Descriptive Statistic

- Frequencies.

*Untitled1 [DataSet0] - IBM SP!
File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help

FHE @ | A EEEE - N
AT =y - . - =& [1]s
H Descriptive Statistics » Frequencies...
[ | Tables * | [& Descriptives... -
| Usia H Gender Compare Means » A, Explore var var
1 2 Wani General Linear Model » = ;rosstabs
2 2 Wani Generalized Linear Models » ; i
p atio...
(I 1 Wani|  lixed Models N
I 2 Wani Correlate N P-P Plots...
B
5 1 PT Regression » | Eda-QPiots..
[ 6 | 2 Wanl e >
i 2 Wani Neural Networks »
8 3 P i
y Classify »
9 3 Wani i . )
5 Dimension Reduction »
10 2 Wani -
[ n ] seae !
W Nonparametric Tests »
— Enraractinn S
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Blok nama-nama item karakteristik responden, tekan tombol bertanda panah untuk

memindahkan ke kotak Variable(s), setelah semua nama berpindah ke kotak Variable(s),
klik Tombol OK untuk mengakhiri.

@

Frequencies

Variable(s):

&> Usia
&> Gender
&> Status

@ '@ Masa_Kerja |

[« Display frequency tables

(Lo ] {aste J{ Reset [ cancet ] e |

Klik tombol Statistics.

@

Frequencies: Statistics

rPercentile Values

~Central Tendency

[ variance

[+ Quartiles [l Mean
[] Cut points for: 10 equal groups [+ Median
[T] Percentile(s): (v Mode
Add ¥ Sum
Change
Remove
~Dispersion Distribution
[7] std. deviation [¥/ Minimum [ Skewness
[ Maximum [ Kurtosis

[7] SE. mean

["] Values are group midpoints

(Contnue ) _Cancet J[_telp_|
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3.

Pembahasan Hasil Output

Tabel pertama adalah tabel Statistics yang menunjukkan nilai statistik deskriptif pada

setiap variabel penelitian. Tabel tersebut menjelaskan hal berikut:

a. N adalah jumlah data pada variabel.
b. Mean adalah rata-rata data variabel.
c. Median adalah nilai tengah data.
d. Mode adalah nilai yang sering muncul.
e. Variance adalah ukuran keragaman atau variasi dari data
f.  Skewness adalah ukuran kecodongan data.
Skewness positif jika nilai skewness lebih besar dari 0
Skewness negatif jika nilai skewness lebih kecil dari 0
Skewness simetris jika nilai skewness sama degan 0
g.  Kurtosis adalah ukuran keruncingan data.
Kurva mesokurtik jika nilai kurtosis sama dengan 3
Kurva leptokurtik jika nilai kurtosis lebih besar dari 3
Kurva platikurtik jika nilai kurtosis lebih kecil 3
h. Maximum adalah nilai tertinggi dari data.
i.  Minimum adalah nilai terendah dari data.
j- Sum adalah jumlah data.
Statistics
Usia Gender Status Masa_Kerja
Valid 10 10 10 10
N
Missing 0 0 0 0
Mean 2.00 1.80 1.60 2.00
Median 2.00 2.00 2.00 2.00
Mode 2 2 2 1
Variance 444 178 .267 1.111
Skewness .000 -1.779 -.484 712
Kurtosis .080 1.406 -2.277 -.450
Range 2 1 1 3
Minimum 1 1 1 1
Maximum 3 2 2 4
Sum 20 18 16 20
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Tabel selanjutnya menjelaskan mengenai jumlah data dan persentase data di setiap

variabel sesai dengan tabelnya.

Usia
Frequency Percent Valid Percent Cumulative
Percent
1 2 20.0 20.0 20.0
6 60.0 60.0 80.0
Valid
3 2 20.0 20.0 100.0
Total 10 100.0 100.0
Gender
Frequency Percent Valid Percent Cumulative
Percent
Pria 2 20.0 20.0 20.0
Valid  Wanita 8 80.0 80.0 100.0
Total 10 100.0 100.0
Status
Frequency Percent Valid Percent Cumulative
Percent
1 4 40.0 40.0 40.0
Valid 2 6 60.0 60.0 100.0
Total 10 100.0 100.0
Masa_Kerja
Frequency Percent Valid Percent Cumulative
Percent
1 4 40.0 40.0 40.0
2 3 30.0 30.0 70.0
Valid 3 2 20.0 20.0 90.0
4 1 10.0 10.0 100.0
Total 10 100.0 100.0

3.2 Uji Kelayakan data Primer
1. Uji Validitas
Uji validitas dilakukan untuk memastikan bahwa pertanyaan yang diajukan dapat
mengukur apa yang seharusnya diukur. Mengukur sejauh mana ketepatan dan kecermatan
suatu instrumen pengukuran dalam melakukan fungsi ukurnya. Suatu angket/kuesioner
dikatakan valid (sah) jika pertanyaan pada suatu angket mampu mengungkapkan sesuatu

yang akan diukur oleh angket tersebut.

31



Langkah pertama pengujian validitas adalah membuat variabel penelitian yang terdiri

dari instrumen pernyataan hasil kuesioner. Setelah semua variabel di buat selanjutnya

adalah mengisi data ke dalam masing-masing variabel (dapat di copy-paste dari file

tabulasi data di Ms.

Excel).

Data berikut adalah data hasil kuesioner mengenai segmenting, targeting dan

positioning terhadap Keputusan Pembelian. Variabel segmenting terdiri dari 5 instrumen

pernyataan yaitu X1 1, X1 2, X1 3, X1 4, X1 5. Variabel targeting terdiri dari 4

instrumen pernyataan yaitu X2 1, X2 2, X2 3, X2 4. Variabel positioning terdiri dari 6

instrumen pernyataan yaitu X3 1, X3 2, X3 3, X3 4, X3 5, X3 6. Variabel keputusan

pembelian terdiri dari 9 instrumen pernyataan yaitu Y1, Y2, Y3, Y4, Y5, Y6, Y7, YS, YO.

Data yang digunakan pada pengujian ini terlampir di akhir modul.

L]

File Edit View

Data Eno.sav [DataSet0] - IBM SPSS Statistics Data Editor
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IBM SPSS Statistics Processoris ready | | [T

Klik Analyze — scale — Reliability Analysis

7]

File Edit View Data Transform

Data Eno.sav [DataSet0] - IBM SPSS Statistics Data E

Analyze PirectMarketing Graphs Utilites Add-ons Window Help
;eguns » E 2= E (4] (> ‘ A
BBl 1 QW ¥

=Y =Y
= g I
— H [' ‘J Descriptive Statistics >
Tables »
[ x1 [ x2 Compare Means » ks [ xed x2 | x3 x4 |
1 5 General Linear Model » 5 4 4 4 4
2 5 Generalized Linear Models 4 4 4 4 4
3 5 Mixed Models » 4 5 5 5 5
E 4 Correlate » 5 4 5 5 4
5 4 Regression » 5 4 4 4 4
6 4 . 5 4 4 4 3
Loglinear »
n 4 Neural Networks » 5 4 4 N A
8 4 3 4 4 4 5
Classify »
9 4 . 5 5 5 5 5
10 4 = £ £ £ £ I‘ 5
1 4 Scale » W Reliability Analysis... l‘ 4
12 3 - Multidimensional Unfolding (PREFSCAL). 4
13 5 FEEEE " | EZ muttidimensional Scaling (PROXSCAL). 5
i »
14 5 Sunval Multidimensional Scaling (ALSCAL). 5
15 5 Multiple » 3 S 3 5 5
1R 2 Missing Value Analysis... 2 & 3 & 4
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Selanjutnya akan muncul kotak dialog, pindahkan variabel X1 1, X1 2, X1 3, X1 4,
X1 5. Hanya variabel X1 saja yag dipindahkan, karena uji validitas dilakukan untuk
masing- masing variabel. Jadi langkah pertama adalah menguji variabel X1 terlebih
dahulu, kalau sudah selesai selanjutnya ulangi langkah yang sama untuk variabel X2, X3
dan'Y.

Jika sudah dipindahkan klik Tombol Statistic.
Kemudian Ceklis seperti di bagian No. 3
Klik Countinue.

kemudian sudah Klik Ok.

— A B A& & 5
1= e Bl SN B ad D
Visible: 28 of 28\
X1_1 X1.2 X1.3 X1.4 X1.5 X2.1 X2_2 X2_3 X2.4 X3_1 X3.2 X33 X34 X35 X3_6
L 5 R Reliability Analysis: Statistics “ 4 4 [~ Reliability Analysis 4
2 5 4 4 = 4
3 5 Descriptives for Inter-tem 5 5 fems 3
— = Statistics.
4 4 « ltem [] Correlations 5 5 |&x21 = & x1_1 3
5 4 ¥/ Scale [] Covariances 4 4 |22 & x12 3
§ 4 ¥Scale fitom deleted 4 4 g o g o 3
7 4 4 4 N 4
= . SUmmanes ANOVA Table . ’ g;“ 1 2l & xs .
_ X3_2
9 4 | Means ® None 5 5 |@xa 5
)] 4 | Variances O Ftest 5 . & X34 1 s
= . ] Covariances © Friedman chi-square h y L5 = .
12 3 | Correlations © Cochran chi-square n 4 Model: |Alpha .2 5
13 5 7 Hotelling's T-square 7] Tukey's test of additivity 4 5 Scalelabel: | | 5
" 5 Infraclass correlation coefficient 4 5 5
£ inr Paste Cancel || Help

= . s . [s] paste | .
16 3 5 5 4 4 3 3 3 3 4
17 4 4 4 4 4 4 4 4 5 5
18 4 3 4 4 4 4 3 4 5 5
20 4 5 5 5 3 5 5 4 4 3 3 2 4 4 3
21 5 3 5 5 5 5 5 4 4 3 3 4 4 4 3
22 5 3 5 5 4 4 4 4 3 4 4 4 3 5 5
23 4 4 3 5 4 4 5 4 5 5 4 4 4 4 4

Selanjutnya akan muncul output SPSS, kemudian lihat pada tabel Item Tota

Statistics. Perhatikan pada kolom Corrected Item-Total Correlation.

Item-Total Statistics

Scale Mean if | Scale Variance | Corrected Item- Cronbach's
Iltem Deleted if ltem Deleted Total Alpha if Item
Correlation Deleted

X1_1 16.28 4.206 .305 .652
X1_2 16.56 3.435 483 574
X1_3 16.54 3.396 517 .557
X1_4 16.46 3.396 489 571
X1 5 16.32 4.018 .280 .668

Berdasarkan tabel di atas terdapat 5 butir Pernyataan dari variabel Segmenting. Dengan

jumlah responden sebanyak 50 responden, maka nilai r-tabel dapat diperoleh melalui df
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(degree of freedom) = n — k, sehingga df = 50 — 2 = 48, maka r-tabel = 0,279. Pernyataan
yang dikatakan valid jika r-hitung yang merupakan nilai Corrected Item-Total Correlation
lebih besar dari r-tabel (0,279). Analisis output data dapat dilihat sebagai berikut.

Pernyataan 1, nilai 0,305 > 0,279, kesimpulan valid;

Pernyataan 2, nilai 0,483 > 0,279, kesimpulan valid;

Pernyataan 3, nilai 0,517 > 0,279, kesimpulan valid;

Pernyataan 4, nilai 0,489 > 0,279, kesimpulan valid;

Pernyataan 5, nilai 0,280 > 0,279, kesimpulan valid;

Dengan demikian semua Pernyataan dapat digunakan untuk penelitian selanjutnya dan
dapat disimpulkan bahwa masing-masing Pernyataan (Pernyataan valid) dapat terklarifikasi

pada variabel Segmenting (X1).

Jika terdapat instrument pernyataan yang tidak valid, atau nilai dari variabel X lebih
kecil dari nilai r tabel maka instrument pernyataan tersebut tidak dapat digunakan untuk
penelitian lebih lanjut dan harus dikeluarkan. Setelah instrument tidak valid tersebut di
keluarkan maka lakukan uji validitas kembali dengan cara yang sama sampai semua

instrument pernyataan dikatakan valid.

2. Uji Reliabilitas
Uji reliabilitas digunakan untuk mengetahui kestabilan dan konsistensi responden
dalam menjawab pertanyaan dalam suatu kuesioner. Mengukur sejauh mana hasil
pengukuran dapat dipercaya bila dilakukan pengukuran pada waktu yang berbeda pada
kelompok sampel atau subjek penelitian yang sama. Suatu kuesioner dikatakan reliable
atau handal jika jawaban seseorang terhadap pernyataan adalah konsisten/stabil dari waktu
ke waktu. Pengukuran reliabilitas dapat dilakukan dengan :
a. Repeated Measure, atau mengukur ulang. Disini seseorang akan disodori pertanyaan
yang sama pada waktu yang berbeda.
b. Dengan uji statistics Cronbach Alpha.
Suatu variabel dikatakan reliable jika memberi nilai Cronbach Alpha > 0,6

Sumber (Nunnally, 1960) (Bhuono Agung Nugroho. 2005)

Langkah menguji reliabilitas dengan uji statistik Cronbach Alpha sama seperti

pengujian validitas:
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Pilih Menu Analyze > Scale > Reliability Analysis

ISHE

Masukkan variabel yvang telah lulus uji validitas

c. Pada bagian Statistic aktifkan kotak cek Item, Scale, Scale if item deleted.

i

Abaikan pilihan yang lain, klik Continue — OK

- ~ R o® & B

variables In the procedure.

[

Reliability Statistics

Cronbach's
Alpha N of ltems

.660 5

Item Statistics

Mean Std. Deviation N
X1_1 4.26 .600 50
xX1_2 3.98 742 50
X1_3 4.00 728 50
X1_4 4.08 752 50
X1_5 4.22 .708 50

Item-Total Statistics

Scale Corrected Cronbach's
Scale Mean if Variance if Iterm-Total Alpha if ltem
Item Deleted Item Deleted Correlation Deleted
X1_1 16.28 4.206 .305 652
X1_2 16.56 3.435 .483 574
X1_3 16.54 3.396 517 557
X1_4 16.46 3.396 .489 571
X1_5 16.32 4.018 .280 668

Dari tabel Realibility Statistics dapat ditarik kesmpulan: Penelitian variabel
Segmenting (X1) yang terdiri dari 5 instrumen pernyataan dan lulus uji validitas sebanyak 5
Pernyataan menghasilkan angka Cronbach’s Alpha 0,660. Nilai tersebut lebih besar dari 0,60
yang merupakan syarat reliabilitas. Maka dapat disimpulkan bahwa 5 Pernyataan dalam
variabel ~Segmenting adalah reliabel, artinya bahwa hasil pengukuran pada variabel

Segmenting tersebut bersifat konsisten dan stabil.

Setelah semua variabel lulus uji validitas dan reliabilitas, langkah selanjutnya adalah
analisis Regresi. Langkah pengujian analisis regresi data primer sama dengan analisis
regresi data sekunder. Langkah nya dapat dilihat pada bagian 2.2.2 Uji Regresi di halaman
19.
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Lampiran data pengolahan data primer

4.

Variabel Segmenting

1.

X1

X1 4

Segmentin
X1 3

X1 2

X1

No.

10

11

12
13
14
15
16
17
18
19
20
21

22

23

24
25

26
27

28

29
30

31

32
33

34
35

36
37
38
39
40

41

42

43

44
45

46

47

48

49

50
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2. Variabel Targeting

Targeting

X2 4

X2 3

X2 2

X2 1

No.

10
11
12
13
14
15
16
17
18
19
20
21

22
23

24
25

26

27

28

29

30
31

32
33

34
35

36
37
38
39
40

41

42

43

44
45

46

47

48

49

50
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3. Variabel Positioning

X3 6

X35

X3 4

Positioning

X33

X3 2

X3

No.

10

11

12
13
14
15
16
17
18
19
20
21

22
23

24
25

26
27

28

29
30
31

32
33
34
35

36
37
38
39
40

41

42
43

44
45

46

47

48

49

50
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4. Variabel Keputusan Pembelian

Y 9

Y 8

Y7

Y 6

Y5

Keputusan Pembelian

Y 4

Y3

Y 2

Y 1

No.

10

11

12
13
14
15
16
17
18
19
20
21

22

23

24
25

26
27
28

29
30

31

32
33
34
35

36
37
38
39
40

41

4

43

44
45

46

47

48

49

50
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