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ABSTRAK 

 
Seiring dengan perkembangan pesat kemampuan perangkat keras dalam 

melakukan komputasi dan semakin banyaknya framework dan library terkait 

dengan Machine Learning dan intensive data processing, mendorong untuk 

dilakukan penelitian dan kajian mengenai salah satu representasi dari Machine 

learning yaitu Neural Network. Dikarenakan terdapat sejumlah case pada 

classification, suatu algoritma belum tentu dianggap paling terbaik untuk 

mengatasi suatu permasalahan spesifik. Perlu dilakukan pembuktian melalui 

eksperimen untuk melihat tingkat akurasi dan kinerja dari sebuah algoritma. Pada 

penelitian ini diambil komparasi Convolutional Neural Network dan Multilayer 

Perceptron sebagai instrumentasi untuk melakukan eksperimen pada identifikasi 

digit angka dan karakter tulisan tangan. Tingkat akurasi dari prediction dan 

kecepatan pemrosesan training dan testing adalah subjek dari dasar untuk 

melakukan optimasi dan kontribusi pada penelitan dan kajian dari Machine 

Learning lainnya. Hasil penelitian menunjukan bahwa Convolutional Neural 

Network membutuhkan waktu training yang lebih lama dari waktu tranining yang 

dibutuhkan oleh Multilayer Perceptron, namun tingkat akurasi yang diperoleh 

Convolutional Neural Network lebih baik daripada tingkat akurasi Multilayer 

Perceptron. Perbedaan waktu proses antara kedua algoritma cukup signifikan 

namun perbedaan tingkat akurasi kurang signifikan yaitu berkisar antara 0.01 – 

0.03. 

 

Kata Kunci : Machine Learning, Intensive data processing, Neural Network, 

Convolutional Neural Network, Multilayer Perceptron, Komparasi 

Algoritma, Prediction, Akurasi, Performasi. 
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ABSTRACT 

 

 
Along with the rapid development of the hardware capabilities of doing computing 

and the proliferation of frameworks and libraries associated with the Machine 

Learning and intensive processing of data, encourage to do research and study on 

one representation of Machine learning which is the Neural Network. There are a 

number of cases in the classification, an algorithm is not necessarily the best to 

solve a specific problem. Proof through experimentation needs to be done to look 

at the accuracy and performance of an algorithm. In this study were drawn 

comparisons Convolutional and Multilayer Perceptron Neural Network as 

instrumentation to conduct experiments on the identification digits and 

handwritten characters. The accuracy of the prediction and processing speed 

training and testing is the subject of a base to perform optimization and contribute 

to the research and study of other Machine Learning. The results showed that 

Convolutional Neural Network training takes longer than the time required by the 

Multilayer Perceptron, but the level of accuracy obtained by Convolutional Neural 

Network is better than the accuracy of Multilayer Perceptron. The time difference 

between the two algorithms process is quite significant but less significant 

differences in the level of accuracy ranging from 0:01 to 0:03. 

 

Keywords: Machine Learning, Data Intensive processing, Neural Network, 

Convolutional Neural Network, Multilayer Perceptron, Comparative Algorithms, 

Prediction, Accuracy, performance. 
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