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ABSTRAK 

 

Proses kategorisasi secara otomatis terhadap dokumen hukum yang dalam format 
PDF melibatkan pembobotan teks dalam dokumen untuk menentukan profil dari 
sebuah dokumen dalam kumpulan dokumen. Pembobotan teks dengan TF-IDF 
mempunyai kelemahan yaitu semua dokumen yang berisi kata tertentu 
diperlakukan sama, dengan kata lain jika istilah "laut" terdapat di dalam 4 
dokumen dengan frekuensi yang berbeda di masing-masing dokumen-dokumen 
ini, TF-IDF tidak mempertimbangkan berapa kali dan di mana  saja kata "laut" 
disebutkan di dalam 4 dokumen tersebut. Penelitian ini akan membandingkan 
antara teknik pembobotan TF-IDF dengan WIDF dalam VSM yang menggunakan 
koefisien Russel/Rao pada Machine Learning yang menggunakan K-Nearest 
Neighbor. Berdasar tinjauan terhadap penelitian lain yang menjadi rujukan, teknik 
pembobotan WIDF menunjukan hasil yang lebih baik daripada TF-IDF. Penelitian 
ini akan fokus kepada dokumen yang berbahasa Indonesia, terutama dokumen 
produk hukum. Penelitian ini juga menggunakan stemming yang khusus untuk 
bahasa Indonesia yaitu stemming Nazief Adriani yang merupakan varian dari 
teknik stemming Porter yang khusus untuk teks berbahasa Inggris.  Dari hasil 
rangkaian percobaan dalam penelitian ini disimpulkan bahwa untuk teknik 
pemrofilan kata W-IDF menunjukkan performansi lebih baik dari teknik 
pemrofilan TF-IDF. Nilai rata-rata dari Presisi tinggi dihasilkan dari nilai k 
kemudian nilainya menurun pada nilai k yang semakin besar. Hal sebaliknya 
terjadi pada rata-rata nilai Recall, dimana nilai yang besar dihasilkan dari nilai k 
yang besar dan menurun pada nilai k yang semakin kecil. Selain itu hasil 
penelitian juga menunjukkan bahwa teknik TF-IDF maupun W-IDF dapat 
mempengaruhi dalam menentukan profil sebuah dokumen atas kata-kata dasar 
pembentukannya. 

 

Kata Kunci: Kategorisasi Teks, Pembobotan Kata, TF-IDF, WIDF, Vektor Space 
Model, Russel-Rao, KNN  
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ABSTRACT 

 

Automatic categorization process of the legal documents in PDF format involves 
text weighting in the document to determine the profile of a document in a group 
of documents. Profiling using TF-IDF has disadvantage where all documents 
which contain certain words are treated as the same, in other words if the term 
"sea" contained in four documents with different frequencies in each of these 
documents, TF-IDF does not consider how many times and where the word "sea" 
is mentioned in four documents. This study will compare profiling technique TF-
IDF with WIDF in VSM using the coefficient Russell / Rao on Machine Learning 
by using K-Nearest Neighbor. Based on a review of other similar studies, WIDF 
profiling techniques showed better results than TF-IDF. But so far the previous 
similar studies have not been tested by the Indonesian-language text, this study 
will use the Indonesian language text and use Nazief Andriani’s stemming 
algorithms. From the results of a series of experiments in this study concluded 
that profililing techniques W-IDF showed better performance than profiling 
techniques TF-IDF. The average value of high precision resulting from the value 
of k then its value decreases in the value of k increases. The opposite occurs in the 
average value of Recall, where great value is generated from large k value and 
decreases at smaller values of k. In addition the results also showed that the 
technique TF-IDF and W-IDF can influence in determining the profile of a 
document on the basis of word formation. 

 

Keywords: Text Categozation, Term Weighting, TF-IDF, WIDF, Vector Space 
Model, Russell-Rao, KNN  
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