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ABSTRAK

Saat ini, Perusahaan penyedia layanan jasa multimedia seperti internet dan tv cable
merupakan perusahaan yang berkembang, terbukti dari pengguna internet yang
semakin meningkat setiap tahunnya. Hal ini memunculkan peluang bagi beberapa
pihak untuk membuat banyak perusahaan penyedia jasa layanan multimedia
sehingga pelanggan memiliki banyak pilihan dalam memilih perusahaan.
Mempertahankan pelanggan merupakan hal yang penting karena biaya untuk
mempertahankan pelanggan jauh lebih murah daripada mendapatkan pelanggan
baru. Sehingga sangat penting bagi perusahaan untuk mengetahui loyalitas
pelanggan sehingga perusahaan juga dapat membuat proyeksi pendapatan sebagai
acuan dalam rencana pembangunan perusahaan. Salah satu algoritma data mining
yang cukup baik dalam menentukan Klasifikasi loyalitas pelanggan adalah
algoritma C4.5 karena mampu menghasilkan model yang mudah dimengerti dengan
akurasi yang tinggi. Akurasi model C4.5 sangat tergantung pada attribut
pembentuknya, oleh karena itu pengolahan awal data sangat penting untuk
menghasilkan model sederhana yang tingkat akurasinya tinggi. Algoritma
segmentasi k-means akan diterapkan untuk melakukan segmentasi terhadap
beberapa attribut sehingga dapat digunakan sebagai attribut yang lebih bernilai dan
memperkecil jumlah attribut yang akan digunakan guna meningkatkan akurasi dari
algoritma Klasifikasi C4.5. Dengan ekstrasi attribut potensial pelanggan dengan k-
means ternyata mampu membantu meningkatkan akurasi dari klasfikikasi algoritma
C4.5. Hal ini terbukti dari peningkatan akurasi model dari 69.23 % menjadi 79.33%
dan AUC dari 0.723 menjadi 0.831. Pengenalan potensial pelanggan juga dapat
dijadikan acuan dalam proses promosi, retensi, dan penanggulangan pelanggan
tidak loyal.

Kata kunci: Loyalitas pelanggan, algoritma C4.5, algoritma K- Means, prediksi,
perusahaan multimedia, datamining
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ABSTRACT

Nowdays, multimedia service provider company like internet and tv cable is the
company that grows up, that proves with the increase of internet user every years.
This gives the opportunity for some people to make a lot of multimedia service
provider so customer has a lot of provider choices. To keep the customer is the
important thing because cost of keeping is cheaper than the cost to get a new one.
It’s so important for company to know the customer loyalty so company also can
make projection ofincome as a benchmarkto plan company to develop the company
to be better. One of a lot datamining algoritms that is good enough to clasify
customer loyalty is C4.5 algoritm. Because that can makes the model that easly to
understand with the high accuracy. Accuracy of C4.5 model is depended by the
attribut those are used, therefore data preprocessing is so important to produces
the simple model with high accuracy. With feature extraction with k-means was
able to improve the accuracy of the algorithm C4.5. As noted by improve on
accuracy from 69.23% to 79.33% and AUC from 0.723 to 0.831. The customer
potential attribute can alsobe used asreference in the promotion, retention, and
managing non loyal customer.

Keywords: Customer loyalty, C4.5 Algorithm, K-means Algorithm, prediction,
multimedia company, datamining
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