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ABSTRAK 

 

 

Informasi saat ini sangat mudah didapatkan oleh setiap orang dimanapun berada. 

Informasi bisa mudah didapatkan karena perkembangan teknologi informasi yang 

semakin cepat dan pengetahuan setiap orang yang terus bertambah. Teknologi 

informasi khususnya internet sangat mendukung terjadinya pertukaran informasi 

dengan sangat cepat. Internet menjadi media informasi dan telekomunikasi yang 

telah dimanfaatkan banyak orang dengan banyak kepentingan. Internet 

menciptakan banyak informasi dan karena kemudahan dalam akses internet inilah 

banyak orang menggunakan media online dalam kegiatannya sehari-hari. Setiap 

orang membutuhkan informasi dan mereka bisa mencari informasi dengan 

menggunakan mesin pencari yang ada didunia maya. Begitupun dalam 

penyimpanan dokumen secara digital semakin meningkat. Kondisi tersebut 

memunculkan masalah untuk mengakses informasi yang diinginkan secara akurat 

dan cepat. Seringkali  pada web,  dimana  kita  mencari suatu  informasi  tertentu,  

banyak hal yang penting justru terlewatkan, malah yang tidak penting banyak 

terserap. Untuk mengatasi masalah tersebut, salah satu teknik yang dapat 

digunakan adalah dengan mengklasifikasikan teks tersebut sesuai dengan   

karakteristik, fitur, maupun kelasnya berdasarkan aturan baku bahasa yang akan   

diolah, dalam penelitian ini Bahasa Indonesia yang digunakan sebagai sumber 

acuan. Didasari alternatif tersebut, maka dalam penelitian ini akan dibangun    

suatu aplikasi perangkat lunak yang dapat melakukan klasifikasi data teks  

terhadap sumber informasi teks elektronik yang diunggah secara terpandu dan 

selektif. Metode yang digunakan untuk mendukung proses klasifikasi ini adalah 

Algoritma Nazief Adriani, K-Nearest Neighbor dan Fungsi Cosine. Hasil 

penelitian menunjukkan dengan menggunakan pembobotan TF-IDF, rata-rata 

ketepatan dan kelengkapan sistem dalam melakukan klasifikasi dokumen sebesar 

70,7%. Sedangkan dengan menggunakan pembobotan WIDF, rata-rata ketepatan 

dan kelengkapan sistem dalam melakukan klasifikasi dokumen sebesar 63,1%. 

 

 

Kata Kunci : Internet, Klasifikasi Dokumen, Nazief Adriani, K-Nearest Neighbor, 

Cosine 
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ABSTRACT 

 

 

Current information is very easily obtained by any person wherever located. 

Information can be easily obtained due to the development of information 

technology is growing rapidly and the knowledge of each person who continues to 

grow. Information technology, especially the Internet strongly supports the 

exchange of information very quickly. Internet becomes a medium of information 

and telecommunications that have been used by many people with many interests. 

Internet creates a lot of information and because of the ease of access to the 

Internet is a lot of people use online media in their daily activities. Everyone 

needs information and they can search for information by using a search engine 

that is the virtual world. Likewise in the storage of digital documents is 

increasing. The condition raises a problem to access the desired information 

accurately and quickly. Often on the web, where we look for a specific 

information, a lot of important things it missed, even that did not matter much 

absorbed. To overcome these problems, a technique that can be used to classify 

the text according to the characteristics, features, and class based language 

standard rules to be processed, in this study Indonesian language that is used as a 

reference source. The alternative is based on, so in this study will be built a 

software application that can perform data classification text to text electronic 

resources uploaded guided and selective. The method used to support the 

classification process is Nazief Adriani algorithm, K-Nearest Neighbor and 

Cosine Functions. The results showed using TF - IDF weighting , the average 

accuracy and completeness of the systems classify documents by 70.7 % . While 

using the weighting WIDF, the average accuracy and completeness of the systems 

classify documents by 63,1% . 

 

 

Keywords: Internet, Document Classification, Nazief Adriani, K-Nearest 

Neighbor, Cosine 
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