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ABSTRAK 

 

Kemajuan teknologi yang sangat cepat mendorong manusia dalam memanfaatkan 

tumbuh kembangnya teknologi tersebut untuk melakukan pekerjaan yang dahulu 

dikerjakan secara manual. Terlebih lagi didorong dengan perkembangan ilmu 

pengetahuan yang sangat cepat. Sebagai contoh, dengan adanya teknologi komputer 

segala kegiatan dapat dilakukan dengan cepat dan meminimalkan resiko kesalahan. 

Teknik yang digunakan untuk memecahkan masalah adalah dengan menggunakan 

teknik text mining untuk pengkategorian dokumen penulisan ilmiah. Sedangkan 

untuk mencari nilai similaritas suatu dokumen dengan dokumen lainnya 

menggunakan kata kunci yang didapat dari hasil pengkategorian dokumen dan 

algoritma yang digunakan adalah algoritma TF-IDF (Term Frequency – Inversed 

Document Frequency), WIDF (Weighted Inverse Document Frequency) dan 

algoritma Vector Space Model. Selain itu salah satu metode kategorisasi teks yang 

lainnya adalah algoritma K-Nearest Neighbour (KNN). Untuk pengujian sistem 

adalah dengan Recall & Precision. Berdasarkan hal tersebut, penulis akan 

melakukan penelitian pengkategorisasian dokumen teks berformat Portable 

Document Format (PDF). Tujuan dari penelitian ini adalah untuk implementasi 

sistem klasifikasi dokumen teks berbahasa Indonesia dengan banyak kategori 

sehingga dapat mempermudah dalam pencarian dokumen teks berbahasa Indonesia 

dan mengetahui tingkat akurasi hasil klasifikasi dengan metode TF-IDF, WIDF dan 

Vector Space Model dalam mengklasifikasikan dokumen teks berbahasa Indonesia. 

Dengan menggunakan data set sebagai dokumen learning sebanyak 12 data set 

dengan 3 kategori menghasilkan nilai precision dan recall rata-rata sebesar 87.50% 

dengan pembobotan TF-IDF dan WIDF sebesar 83.33%. Dengan ini diambil 

kesimpulan bahwa TF-IDF menghasilkan precision & recall tertinggi sebesar 

87.50% dibandingkan dengan WIDF yaitu 83.33% menggunakan similaritas fungsi 

jaccard. Hasil terbaik adalah pembobotan kata dengan TF-IDF.  

 

Kata Kunci :  Pengkategorian Dokumen, Similaritas, Text Mining, TF-IDF, 

WIDF, Vector Space Model, K-Nearest Neighbor, Fungsi Jaccard 
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ABSTRACT 

Rapid technological advances that encourage people to take advantage of the 

growth of the technology to do the work formerly done manually. Moreover, driven 

by the development of knowledge very quickly. For example, the presence of 

computer technology all activities can be done quickly and minimize the risk of 

errors. The technique used to solve the problem is to use text mining techniques for 

categorizing documents scientific writing. To find the value of similarity of a 

document with other documents using keywords derived from the results of the 

categorization of documents and the algorithm used is algorithm TF-IDF (Term 

Frequency - Inversed Document Frequency), WIDF (Weighted Inverse Document 

Frequency) and algorithms Vector Space Model. In addition one of the other 

methods of text categorization algorithm is the K-Nearest Neighbor (KNN). For the 

testing of the system is to Recall and Precision. Based on this, the author will 

conduct research documents formatted text categorization Portable Document 

Format (PDF). The aim of this study was to implementation of the classification 

system in Indonesian language text documents with a lot of categories so as to 

facilitate the search for Indonesian language text documents and determine the 

level of accuracy of the classification with TF-IDF method, WIDF and Vector Space 

Model in classifying the Indonesian language text documents. By using the data set 

as a document of learning as much as 12 data sets with 3 categories produce 

precision and recall values average of 87.50% with a weighted TF-IDF and WIDF 

amounted to 83.33%. Hereby conclude that the TF-IDF produce the highest 

precision and recall of 87.50% compared with 83.33% WIDF ie using Jaccard 

similarity function. The best results are weighted with TF-IDF said. 

Keywords: Document Categorization, Similarity, Text Mining, TF-IDF, WIDF, 

Vector Space Model, K-Nearest Neighbor, Jaccard Function 
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