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ABSTRAK 

 

Jumlah lulusan perguruan tinggi di Indonesia setiap tahunnya, mulai dari lulusan 

diploma, sarjana, magister dan dokter sangatlah banyak. Namun, selama ini tidak 

banyak perguruan tinggi yang memiliki pemetaan jejak lulusan alumninya. Kondisi 

ini mengakibatkan hampir tidak ada umpan balik dari lulusan untuk memperbaiki 

kualitas pendidikan perguruan tinggi itu sendiri. Dan Kualitas kompetensi pekerja 

saat ini tidak memenuhi kriteria pasar tenaga kerja dan rendahnya tingkat 

produktivitas tenaga kerja, lemahnya komunikasi antara pasar tenaga kerja 

pendidikan, perubahan struktur sosial ekonomi dan politik global sangatlah 

berpengaruh besar di pasar tenaga kerja. Pelacak hasil studi dapat digunakan oleh 

perguruan tinggi untuk menentukan keberhasilan proses pendidikan yang telah 

dilakukan terhadap anak didiknya. Oleh karena itu, universitas perlu teknologi 

untuk mendukung optimalisasi penggunaan pelacak studi. Untuk menjawab semua 

itu Teknologi Data Mining hadir sebagai solusi. Pada penelitian ini, akan dilakukan 

klasifikasi berdasarkan tipe perusahaan tempat alumni bekerja dengan 

menggunakan 100 data alumni yang dibagi kedalam 2 kelompok, yaitu 70 data 

training dan 30 data testing Metode yang akan digunakan adalah Naive Bayes untuk 

kemudian dapat disimpulkan menjadi aturan-aturan dan diimplementasikan dalam 

suatu prototipe sistem informasi pemetaan alumni bekerja. Dengan algoritma Naive 

Bayes dihasilkan tingkat akurasi sebesar 77.14%. Hasil dari proses klasifikasi 

dievaluasi dengan menggunakan cross validation sebesar 0.489, confussion matrix 

sebesar 31 jumlah angka benar dalam proses klasifikasi, ROC Curve sebesar 0.933 

dan testing program untuk mengetahui tingkat akurasi yang dihasilkan yang paling 

akurat untuk prediksi lulusan bekerja.  

 

Kata Kunci: Tipe Perusahaan, Klasifikasi, Data Mining, Naive Bayes, K-Fold Cross 

Validation.  
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ABSTRAC 

 

Graduates of institutions of higher education in Indonesia holding associate 

degree, bachelor's degree, master's degree, and doctoral degree are growing 

significantly in numbers.  However, many of said institutions of higher education 

have not yet been equipped with a graduate survey or tracer study system. 

Consequently, this situation has led to a condition of virtually nonexistent feedbacks 

from the graduates on enhancing the quality of the higher education itself. 

Meanwhile, in the contemporary setting, the competences of existing workers have 

failed to meet the labor-market criteria. Additionally, low productivity rate of 

workers as well as poor communications among the actors in the labor market of 

education sector, compounded with global socioeconomic and geopolitical changes 

at the structural level are shown to be highly influential to the changing status of 

the labor market. A tracer study for college students is useful and can be utilized 

by institutions of higher education in order to determine the success of the 

educational processes of which the graduates had undergone. Therefore, higher 

education institutions need to embrace the technologies to support the optimization 

of the utilization of a tracer study. Data Mining technology is one of the solutions. 

In this research, classifications that are based upon the types of company in which 

the alumni work will be made by using the data of 100 alumni divided into two 

groups: 70 training data, and 30 testing data. The method that is going to be used 

in this research is Naive Bayes, which is going to be summarized as rules and is 

going to be implemented in a working alumni tracking information system 

prototype. By utilizing Naive Bayes, an accuracy rate of 77.14% was reached. The 

results of the classification processes are evaluated by using cross validation rate 

of 0.489, confusion matrix with precision rate of 31 correctly classified data, ROC 

Curve rate of 0.933, and program testing to determine the most precise accuracy 

rate for the purpose of generating effective alumni predictions. 

 

 

Keywords: Company Types, Classifications, Data Mining, Naive Bayes, K-Fold 

Cross Validation 
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