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ABSTRAK

Analisis sentimen yang akan dilakukan pada penelitian ini menggunakan dataset
review produk laptop yang berasal dari situs web amazon.com. Karena saat ini
hasil review produk laptop secara online semakin meningkat, sehingga bisa
dengan mudah untuk mendapatkan informasi tersebut. Jumlah dataset yang
diambil dari situs tersebut adalah 500 review yang dibagi menjadi 250 review
positif dan 250 review negatif. Bahasa pemrograman dalam penelitian ini
digunakan Python dan plugin Natural Language ToolkitNLTK) untuk melakukan
tahapan penelitian seperti preprocessing, training, testing dan juga evaluasi hasil.
Penelitian ini memiliki tujuan untuk mengetahui seberapa besar pengaruh dari
pemilihan fitur Chi Square dan N-Gram dalam menganalisa sentimen review
produk laptop dengan teknik klasifikasi Naive Bayes. Untuk evaluasi hasil
menggunakan akurasi, precision, recall dan juga f-measure. Hasil dari
penggunaan dari algoritma Chi Square dan N-gram yang digunakan sebagai
pemilihan fitur terbukti dapat meningkatkan hasil akurasi algoritma naive bayes
yang semula 80,15% menjadi 94,44%.

Kata Kunci : Naive Bayes, N-Gram, Chi Square, Review , Laptop .
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ABSTRACT

Sentiment analysis that will be performed on this research using a laptop product
review datasets derived from the amazon.com web site. Because the currently the
results of the laptop product reviews are provided online, it is easy to obtain such
information. The number of datasets taken from that site is 500 reviews which is
divided into 250 positive reviews and negative reviews. Python programming
language and the plug-in Natural Language Toolkit (NLTK) in this study are used
in the preprocessing, training, testing and evaluation stages. This research aims
to know the extent of the influence of the features selection of Chi Square and the
N-Gram in analyzing sentiment laptop product review with Naive Bayes
classification techniques. Evaluation of the results employed accuracy, precision,
recall and also f-measure. The result of the features selection stages are used to
improve the accuracy of the Naive Bayes Algorithm from 80,15% to 94,44 %.

Keyword : Naive Bayes, N-Gram, Chi Square, Review , Laptop.
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