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ABSTRAK 

Pasar smartphone saat ini semakin banyak, penjualanya tidak hanya secara 

konvensional tetapi sudah merambah di online shop. Namun tidak semua 

smartphone memiliki kualitas yang baik untuk menunjang kebutuhan konsumen 

dan hal ini yang harus diperhatikan oleh para konsumen. Sebelum konsumen 

memutuskan untuk membeli smartphone android atau belackberry sebaiknya 

konsumen mengetahui dengan detail spesifikasi dan fungsi dari smartphone 

tersebut, hal ini dapat dipelajari dari testimoni dan opini atau hasil komentar 

review dari pengguna perbedaan smartphone android atau belackberry. Membaca 

komentar review tersebut secara keseluruhan dapat memakan waktu, namun jika 

hanya sedikit komentar review yang dibaca evaluasi akan menjadi bias. Dari 

beberapa  teknik tersebut yang paling sering digunakan untuk klasifikasi data 

adalah Support Vector Machines (SVM). SVM memiliki kelebihan yaitu mampu 

mengidentifikasi dengan hyperplane terpisah yang memaksimalkan margin antara 

dua kelas yang berbeda. Pemilihan fitur sekaligus penyetingan parameter di SVM 

secara signifikan mempengaruh hasil akurasi klasifikasi. Oleh karena itu, dalam 

penelitian ini digunakan penggabungan metode seleksi fitur, yaitu Genetic 

Algoritm (GA)  agar bisa meningkatkan akurasi pengklasifikasi Support Vector 

Machines. Penelitian ini menghasilkan klasifikasi teks dalam bentuk positif atau 

negatif dari review produk Smartphone. Pengukuran berdasarkan akurasi Support 

Vector Machines sebelum dan sesudah penambahan metode seleksi fitur. 

Sedangkan pengukuran akurasi diukur dengan confusion matrix dan kurva ROC. 

Hasil penelitian menunjukkan peningkatan akurasi Support Vector Machines dari 

71.00 %  dengan penambahan Genetic Algoritm menjadi 78.02%. 

 

Kata Kunci: Komentar, Review, SVM, Genetic Algoritm (GA) , Confusion Matrix, 

Kurva ROC 
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ABSTRAK 

The smartphone market is now more and more, not only in the conventional 

penjualanya but have penetrated in the online shop. But not all smartphones have 

good quality to support the needs of consumers and it is to be noticed by the 

consumer. Before consumers decide to buy android smartphone or belackberry 

consumer should know the details of the specifications and functions of the 

smartphone, it can be learned from the testimony and opinion or the results of a 

user review comments or belackberry difference android smartphone. Reading the 

comments of the review as a whole can be time consuming, but if only a few 

comments are read reviews on evaluations will be biased. Of some of the 

techniques most often used for data classification is Support Vector Machines 

(SVM). SVM has the advantage of being able to identify the separate hyperplane 

that maximizes the margin between two different classes. Selection of features at 

once setup parameters in SVM significantly influence the results of classification 

accuracy. Therefore, in this study used the incorporation of feature selection 

methods, namely Genetic Encryption (GA) in order to improve the accuracy of the 

classifier Support Vector Machines. This research resulted in the classification of 

text in a positive or negative form of product reviews Smartphone. Measurement 

is based on Support Vector Machines accuracy before and after the addition of 

feature selection methods. While the measurement accuracy is measured by the 

confusion matrix and ROC curves. The results showed an increase in Support 

Vector Machines accuracy of 71.00% with the addition of Genetic Encryption be 

78.02% 

 

Keywords : Comments , Review, SVM , Genetic Encryption ( GA ) , Confusion 

Matrix , ROC curve 
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