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ABSTRAK

Penilaian hasil belajar merupakan prediksi kenaikan kelas bagi siswa Sekolah
Menengah Kejuruan (SMK) untuk melanjutkan ke tingkatan kelas berikutnya.
Banyak mata pelajaran yang diujikan. Dari hasil mata pelajaran yang diujikan,
maka sekolah dapat melihat rata-rata sehingga dapat diketahui siswa yang naik
kelas atau tidak. Dengan cara tersebut siswa maupun guru atau wali kelas dapat
memprediksi mata pelajaran dan nilai yang mempengaruhi kenaikan kelas.
Selama ini Sekolah Menengah Kejuruan (SMK) Bina Tagwa belum memiliki
pola-pola prediksi kenaikan kelas sebagai acuan untuk memprediksi jumlah siswa
naik kelas dan yang tidak. Prediksi kenaikan kelas yang di lakukan saat ini masih
manual, data yang diambil dari nilai semester siswa di akhir tahun. Prediksi
hampir sama dengan klasifikasi yang akan terjadi di masa mendatang. Sehingga
akan menghambat tentang peringkat sekolah dalam mengatasi kenaikan kelas
siswa. Kendala tersebut dapat diatasi dengan analisis yang diuji menggunakan 3
buah metode algoritma yaitu algoritma C4.5, algoritma Support Vector Mechine
dan Neural Network. Dari hasil pengujian dengan mengukur Kinerja ketiga
algoritma tersebut diketahui bahwa algoritma C45 memiliki nilai accuracy
paling tinggi. Sehingga dapat diterapkan untuk permasalahan prediksi kenaikan
kelas.

Kata Kunci : Siswa, Kenaikan Kelas, Algoritma C4.5, Algoritma Support Vector
Mechine, Neural Network.
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ABSTRACT

Evaluation of the result from student’s studies could be an expectation for the
student to go to the next step to continue the next grade at vocational high school.
Too many subject ate to be done by students. From the result of the subject which
being tested, school can get the average, then school will decided their students
can continue to the next grade or not. The prediction for decided about students
can go to the next grade or not till this time still in manual and data takes by the
result from the end of semester. All predection almost the same with classification
which will happen in the future it can be a constraint for the school to manage the
rank to solve how to decided about the rank level for the student. The constraint
can be solved with analysis which using 3 algorithm C45, algorithm Support
Vector Machine and Neural Network. From the result of the research with
analysis three of them we’ll know that algorithma Support Vector Machine have
high in accuration. Then we can use in class to solve the predection problem
abaout students up to the next grade.

Keywords: the students, will go to the next grade with, Algorithm C45, Algorithm
Support Vector Mechine, Neural Network.
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