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ABSTRAK 
 

 

Didalam data mining terdapat teknik komparasi, dimana diujikan perbandingan 

antara algoritma satu dengan algoritma yang lain. Salah satu algoritma yang dapat 

digunakan dalam teknik komparasi adalah algoritma C4.5 dan Naïve Bayes. Dari 

penelitian sebelumnya hasil dari teknik komparasi C4.5 maupun Naïve Bayes 

didalam memprediksi suatu keakurasian dirasa belum optimal, sehingga 

diperlukan algoritma baru untuk lebih meningkatkan keakurasian dari algoritma 

sebelumnya dengan menggunakan pendekatan teknik optimasi, salah satunya 

adalah algoritma Particle Swarm Optimization (PSO). Dalam penelitian ini 

algoritma yang digunakan dalam teknik komparasi adalah algoritma C4.5 dengan 

Naives bayes, dimana hasil dari teknik komparasi yang akurasinya lebih tinggi 

akan dioptimalkan dengan menggunakan algoritma PSO untuk prediksi kelulusan 

Ujian Nasional siswa. Hasil pengujian dengan mengukur kinerja kedua algoritma 

tersebut menggunakan metode pengujian Confusion Matrix, Precision dan Recall, 

diketahui bahwa algoritma Naïve Bayes memiliki nilai accuracy tertinggi, yaitu 

93.46%, diikuti oleh metode C4.5 dengan accuracy sebesar 91.33%. Dari 

algoritma yang paling tinggi yaitu algoritma Naïve Bayes dioptimasikan 

menggunakan algoritma PSO hasilnya menaikan nilai accuracy menjadi 94.14% . 

 

Kata kunci : Data Mining, C4.5, Naïve Bayes, Particle Swarm Optimization, 

komparasi, optimasi. 
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ABSTRACT 

 
 

In data mining, there is comparison technique which its comparison between one 

algorithm and other one will be tested. Some of the algorithm which can be used 

in comparison technique are C4.5 and Naïve Bayes. From previous research, we 

know that the result of C4.5 or Naïve Bayes comparison technique doesn’t show 

significant answer in predicting the accuracy. So, we need to find new algorithm 

that has better accuracy by using optimization approach, and one of them is 

Particle Swarm Optimization (PSO). The algorithm that will be used in 

comparison technique on this research are C4.5 and Naïve Bayes, which result of 

this comparison technique that has better accuracy will be optimalized by using 

PSO algorithm to predict national exam passing grade for science-senior high 

school students after its accuracy is optimalized by using Particle Swarm 

Optimization algorithm. The result of the best that we get after measuring both of 

the algorithm using confusion matrix testing method, precision and recall, whow 

that Naïve Bayes algorithm has the best accuracy, 93.46%, followed by C4.5 

method that has 91.33% accuracy score. Algorithm with the best accuracy, Naïve 

Bayes, is optimized using PSO Algorithm, and the result shows that the accuracy 

score is increased to 94.14%. 

 

Keywords: Data Mining, C4.5, Naïve Bayes, Particle Swarm Optimization, 

comparison, optimalized. 
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