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ABSTRAK

Kanker merupakan tantangan besar bagi umat manusia. Kanker dapat
mempengaruhi berbagai bagian tubuh. Penyakit mematikan ini dapat ditemukan
pada manusia dari segala usia. Namun, risiko kanker meningkat dengan
peningkatan usia. Kanker payudara merupakan penyakit kanker paling umum di
kalangan wanita, dan merupakan penyebab kematian terbesar juga bagi wanita.
Kemudian terjadi masalah dalam pendeteksian kanker payudara, sehingga
menyebabkan pasien mengalami pengobatan yang tidak perlu dan biaya yang besar.
Pada penelitian yang serupa, ada beberapa metode yang digunakan tetapi terdapat
masalah dikarenakan bentuk dari sel-sel kanker yang nonlinier. Metode C4.5 dapat
mengatasi permasalahan tersebut, tetapi C4.5 lemah dalam hal penentuan nilai
parameter, sehingga perlu dioptimasi. Algoritma Genetika adalah salah satu metode
optimasi yang baik, oleh karena itu nilai-nilai parameter dari C4.5 akan dioptimasi
dengan menggunakan Algoritma Genetika sehingga mendapatkan nilai parameter
yang paling baik. Hasil dari penelitian ini adalah bahwa Algoritma C4.5 berbasis
optimasi algoritma genetika memiliki nilai akurasi yang lebih tinggi (96%)
dibanding hanya dengan menggunakan algoritma C4.5 (94.99%) dan yang
dioptimasi dengan algoritma PSO (95.71%). Hal ini terbukti dari peningkatan nilai
akurasi sebesar 1,01% untuk model algoritma C4.5 yang telah dioptimasi dengan
algoritma genetika. Sehingga dapat disimpulkan bahwa penerapan teknik optimasi
algoritma genetika dapat meningkatkan nilai akurasi pada algoritma C4.5.

Kata Kunci: Kanker Payudara, Optimasi, Akurasi, C4.5, Algoritma Genetika,
Prediksi.
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ABSTRACT

Cancer is a major challenge for mankind. Cancer can affect various parts of the
body. This deadly disease can be found in humans of all ages. However, the risk of
cancer increases with increasing age. Breast cancer is the most common cancer
among women, and is also the biggest cause of death for women. Then there are
problems in the detection of breast cancer, thus causing the patient to experience
unnecessary treatment and a big expense. In similar studies, there are several
methods that are used but there is a problem due to the shape of cancer cells are
nonlinear. C4.5 method can overcome these problems but C4.5 weak in terms of
determining the value of the parameter, so it needs to be optimized. Genetic
Algorithm optimization method is one of the good, therefore the values of the
parameters of C4.5 will be optimized using Genetic Algorithm thus obtain the best
parameter values. Results from this study is that the C4.5 algorithm optimization
based genetic algorithm has a higher accuracy rate (96%) compared to only using
the C4.5 algorithm (94.99%) and optimized with PSO algorithm (95.71%). This is
evident from the increase in value by 1.01% accuracy for the C4.5 algorithm model
has been optimized with a genetic algorithm. It can be concluded that the
application of genetic algorithm optimization techniques can improve the accuracy
of the algorithm C4.5.

Keywords: Breast Cancer, Optimization, accuracy, C4.5, Genetic Algorithms,
Predictions.
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