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ABSTRAK

Sistem perpajakan di Indonesia menganut self assessment, dimana Wajib Pajak
(WP) diberikan kebebasan menjalankan kewajiban perpajaknnya secara mandiri
sesuai dengan peraturan perpajakan yang berlaku. Penelitian ini akan melakukan
analisa total benchmark. Metode total benchmark sendiri diatur dalam Surat
Edaran (SE) Direktur Jendral Pajak (DJP) nomor SE-96/Pj./2009 dimana pada SE
tersebut mewajibkan setiap Kantor Wilayah Pajak melakukan analisa total
benchmark terhadap semua Wajib Pajak Badan yang terdaftar di wilayahnya dan
melakukan tindakan-tindakan yang diperlukan terhadap hasil tersebut. Benchmark
dilakukan dengan cara membandingkan laporan keuangan Wajib Pajak Badan
dengan laporan keuangan Wajib Pajak Badan lainnya yang memiliki klasifikasi
industri yang sama. Sehingga dapat diketahui tingkat kewajaran kinerja keuangan
dan pemenuhan kewajiban perpajakan suatu Wajib Pajak Badan. Saat ini proses
benchmark dilakukan secara manual. Sehingga untuk mendapatkan benchmark
model untuk satu klasifikasi industri membutuhkan waktu sekitar satu bulan.
Dengan data mining, benchmark model dari masing-masing Wajib Pajak Badan
dapat dibentuk secara otomatis. Berdasarkan hasil benchmark, Wajib Pajak Badan
akan diklasifikasikan, mana yang beresiko tinggi dan mana yang tidak. Algoritma
berbasis jaringan syaraf tiruan, yaitu Multilayer Perceptron (MLP) dan Support
Vector Machine (SVM) akan diterapkan untuk mengetahui tingkat akurasi dari
tugas klasifikasi. Penerapan selanjutnya diuji dengan confusion matrix dan kurva
Receiver Operating Characteristic (ROC) sehingga dapat diketahui algoritma
mana yang memperoleh akurasi yang lebih tinggi sehingga diharapkan dapat
dilakukan deteksi terhadap tax evasion / penyelundupan pajak yang dilakukan
oleh Wajib Pajak Badan.

Kata kunci : Self Assessment, Wajib Pajak Badan, Total benchmark, Data
Mining, Multilayer Perceptron, Support Vector Machine, Tax Evasion.
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ABSTRACT

Taxation system in Indonesia adheres to a self-assessment, where the taxpayer
(WP) is given the freedom to implement tax obligations in accordance with
applicable tax regulations. This study will analyze total benchmark. Total
benchmark method itself is set in the Circular (SE) Director General of Taxation
(DGT) number SE-96/Pj./2009 where on the SE, each Regional Office of Tax are
requires to conduct analysis of total benchmark against all taxpayer registered in
its territory and do the mecessary measures against those results. Benchmark
process performed by comparing the taxpayer's financial statements with the
financial statements of other taxpayer who has the same industry classification.
So we can know the level of fairness of financial performance and fulfillment of
tax obligations of a taxpayer. The benchmark process, currently is done manually.
Therefore to obtain a benchmark model for industrial classification takes time.
With data mining, benchmark models of each taxpayer can be formed
automatically. Based on the benchmark results, taxpayer will be classified, which
are High Risk and Low Risk. Neural network-based algorithm, such as Multilayer
Perceptron (MLP) and Support Vector Machine (SVM) will be applied to
determine the accuracy of the classification task. Furthermore, the data will be
tested with the confusion matrix and the Receiver Operating Characteristic curve
(ROC) so that can be know which algorithm have higher accuracy so hopefully it
will be able to detect tax evasion / tax smuggling carried out by the taxpayer.

Keywords: Self Assessment, Taxpayer, Total benchmark, Data Mining, Multilayer
Perceptron, Support Vector Machine, Tax Evasion.
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