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ABSTRAK 

 

Industri telekomunikasi selular berkembang pesat di Indonesia, masalah muncul 

karena area di Indonesia tidak memiliki kemampuan yang sama dan terkadang tidak 

sebanding dengan kebutuhan pelanggan yang ada. Hal ini disebabkan berbagai 

alasan, salah satu diantaranya perencanaan kapasitas selular yang tidak sempurna 

dalam  memprediksi konsumsi layanan pada area tersebut . PT ABC adalah salah satu 

perusahaan telekomunikasi CDMA2000 EV-DV di Indonesia. Peneliti menawarkan 

alternatif solusi berupa prediksi konsumsi layanan data pada jaringan CDMA 2000 

EV-DV dengan mendekatan time series datamining mengunakan algoritma terbaik 

hasil perbandingan multilayer perceptron dan support vector machine. Metode 

pendekatan datamining yang digunakan adalah metodologi CRISP-DM. Pada 

penelitian ini ditemukan bahwa algoritma support vector machine dapat memberikan 

akurasi yang lebih tinggi dari algoritma multilayer perceptron. Dalam melakukan 

memprediksi konsumsi layanan data pada jaringan CDMA 2000  algoritma support 

vector machine dapat memberikan PTA sebenar 0.842, MSE sebesar 260,752 x 10
6
, 

MAPE sebesar 2.93 dan MAD sebesar 6,044,234,170.00. Penelitian ini diakhiri 

dengan pembangunan prototype yang mengacu  pada metodologi prototyping, yang 

mana prototype tersebut diujikan kembali mengunakan software quality assurance 

quality factor ISO 9126, dengan skor SQA yang dihasilkan 80.225. 

Kata kunci : CDMA 2000 EV-DV, Time series Datamining,  Multilayer Perceptron, 

Support V ector Machine, CRISP-DM, Prototyping, Software Quality 

Assurance, ISO 9126 
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ABSTRACT 

Mobile telecommunications industry in Indonesia is growing rapidly , a problem 

arises because the area in Indonesia does not have the same ability and sometimes not 

worth the needs of existing customers . This is due to various reasons , one of which 

cellular capacity planning is not well perform in predicting consumption of services 

in the area . PT ABC is one of the telecommunications companies CDMA2000 EV - 

DV in Indonesia . Researchers offer an alternative solution in the form of predictions 

consumption of data services on the CDMA 2000 EV - DV with time series data 

mining approach best results comparison between multilayer perceptron  and support 

vector machine . Datamining approach method used is the CRISP - DM methodology 

.This study found that the support vector machine algorithm can provide higher 

accuracy than the multilayer perceptron algorithm. In doing predict consumption of 

data services in CDMA 2000 networks, support vector machine algorithm can 

provide PTA 0.842, MSE 260,752 x 10
6
, MAPE 2.93 and MAD 6,044,234,170.00. 

This study concludes with the development of a prototype that refer to the 

prototyping methodology, in which the prototype was tested again using a quality 

factor of software quality assurance ISO 9126, with the resulting score is 80 225 

 
Keyword : CDMA 2000 EV-DV, Time series Datamining,  Multilayer Perceptron, 

Support V ector Machine, CRISP-DM, Prototyping, Software Quality 

Assurance, ISO 9126 
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