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ABSTRAK 

 

Sejalan dengan pertumbuhan dan perkembangan bisnis, masalah perkreditan 

tetap menarik untuk dikaji dan diungkap. Beberapa penelitian bidang komputer 

telah banyak dilakukan untuk mengurangi resiko kredit yang menyebabkan 

kerugian pada perusahaan. Dalam penelitian ini dilakukan komparasi algoritma 

C4.5, Neural Network dan K-Nearest Neighbor yang diaplikasikan terhadap data 

konsumen yang  mendapat   pembiayaan   kredit   motor   baik   yang   

bermasalah   dalam pembayaran angsurannya maupun tidak. Dari hasil pengujian 

dengan mengukur kinerja ketiga algoritma tersebut menggunakan metode 

pengujian Cross Validation, Confusion Matrix dan Kurva ROC, diketahui bahwa 

algoritma  C4.5 memiliki nilai accuracy paling tinggi, yaitu 83.22%, diikuti oleh 

metode K-Nearest Neighbor dengan accuracy sebesar 80.74% dan yang terendah 

adalah metode neural network dengan nilai accuracy 75.74%. Nilai AUC untuk 

metode C4.5 juga menunjukkan nilai tertinggi, yaitu 0.956 disusul metode C4.5 

dengan nilai AUC sebesar 0.956, dan yang terendah adalah nilai AUC neural 

network yaitu 0.719. Melihat nilai AUC dari ketiga metode tersebut maka 

ketiganya termasuk kelompok klasifikasi sangat baik karena nilai AUC-nya 

antara 0.90-1.00. 

 

Kata kunci : 

C4.5, Neural Network, K-nearest Neightbor, Perusahaan Leasing dan Analisa 

Kredit Kendaraan Bermotor. 
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ABSTRACT 

 

In line with the growth and business development, credit issues remain to be 

studied and revealed interesting. Some of the research field of computers 

has done much to reduce the credit risk of causing hsrm to the company. In this 

study a comparison algorithm C4.5, Neural Network dan K-Nearest Neighbor 

are applied to the data of consumers who have good credit financing motorcycle 

that consumers are troubled or not. From the test results to measure the 

performance of the three algorithms using the test method Cross Validation, 

Confusion Matrix and ROC curves, it is known that the algorithm C4.5 has 

the highest accuracy value of 83.22%, followed by K-Nearest Neighbor method 

80.74%, and the lowest is the neural network method 75.74% . AUC values for 

C4.5 method also showed the highest value, namely 0.956 and the lowest is 

the neural network method with AUC values of 0.719. All methodes are 

include excellent classification because the AUC value between 0.90-1.00. 

 

Keywords : C4.5, Neural Network, K-nearest Neightbor, Leasing Company, 

Credit Analisys Motorcycle. 
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