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ABSTRAK

Dalam memajukan Bangsa dan Negara dibutuhkan generasi yang pintar dan
cerdas. Salah satu factor yang pentng adalah pendidikan,namun banyak siswa-
siswi yang memliki kemampuan dan potensi yang besar tidak bisa melanjutkan
sekolah karena tidak mampu secara financial tetapi banyak juga siswa-siswi yang
mampu yang mendapat beasiswa. Dalam lingkungan pendidikan terutama sekolah
seharusnya ada beberapa peraturan atau klasifikasi dalam menentukan siswa-siswi
yang mendapat beasiswa. Oleh karena itu dalam penelitian ini dilakukan
komparasi algoritma Multilayer Perceptron (MLP) dan Support Vector Machine
(SVM) vyang di aplkasikan terhadap data siswa-siswi yang mendapat
beasiswa.Penelitian ini bertujuan untuk mengukur tingkat akurasi dari kajian
komparasi 2 buah algoritma, dalam pemilihan calon penerima beasiswa di SMK
YAPIMDA Jakarta. Dari hasil pengujian dengan mengukur Kkinerja kedua
Algoritma tersebut menggunakan metode pengujian Cross Validation, Confusion
Matrix dan Kurva ROC, diketahui bahwa algoritma Multilayer Perceptron (MLP)
memiliki nilai accuracy paling tinggi yaitu 85.82% dan yang terendah metode
Support Vector Machine (SVM) dengan nilai accuracy 83.98 %.

Kata Kunci : Beasiswa , Multilayer Perceptron (MLP), Support Vector Machine
(SVM)
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ABSTRACT

In advancing the Nation generation needs a smart and intelligent. One of the
critically important factor is education, but many students who have the ability
and great potential can not attend school because they do not afford financially
but also many students who received scholarships capable. In an educational
setting, especially schools there should be some rules or classification in
determining which students receive scholarships. Therefore, in this research,
comparison algorithm Multilayer Perceptron (MLP) and Support Vector Machine
(SVM) is applied to the data that the students who received scholarships. Study
aims to measure the accuracy of the comparative study of 2 pieces of the
algorithm, the selection of candidates SMK YAPIMDA awardees in Jakarta. From
the test results to measure the performance of the two algorithms using Cross
Validation testing methods, Confusion Matrix and the ROC curve, it is known that
the algorithm Multilayer Perceptron (MLP) has the highest value of accuracy is
85.82% and the lowest methods of Support Vector Machine (SVM) with accuracy
83.98%

Keywords:Beasiswa, Multilayer Perceptron (MLP), Support Vector Machine
(SVM)
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