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ABSTRAK 

 

Beasiswa merupakan instrument penting dalam proses berlangsungnya suatu kegiatan 

belajar pada suatu institusi perguruan tinggi, banyak kriteria untuk mendapatkan 

beasiswa, antara lain berdasarkan prestasi pendidikan, keaktifan mahasiswa, faktor 

ekonomi maupun kedisplinan dari mahasiswa tersebut. Akurasi hasil penentuan 

penerima beasiswa digunakan untuk banyak alasan, utamanya adalah untuk kebutuhan 

bagi perguruan tinggi untuk memberikan kemudahan dan ketersediaan alokasi dana 

beasiswa pada masing-masing mahasiswa, dan kesempatan untuk membantu ekonomi 

mahasiswa yang kurang mampu untuk tetap bisa melanjutkan pendidikannya di 

perguruan tinggi tersebut. Tujuan pemberian beasiswa adalah merupakan kegiatan rutin 

yang harus dipenuhi oleh perguruan tinggi setiap tahun ajaran baru dan sebagai 

motivasi terhadap mahasiswa yang berprestasi untuk lebih meningkatkan lagi 

prestasinya dengan diberikan beasiswa, serta untuk membantu mahasiswa yang kurang 

mampu dalam segi finansial sehingga mereka tidak akan terputus ditengah jalan dalam 

menempuh ilmu dibangku perguruan tinggi dan khususnya untuk menyediakan sarana 

yang obyektif dan terpercaya bagi perguruan tinggi, mahasiswa dan orang tua 

mahasiswa lainnya dalam memonitor kegiatan belajar mengajar yang aktif sesuai 

dengan kurikulumnya. Untuk mengatasi permasalahan diatas, maka penulis 

menggunakan model data mining berbasis neural network. Model neural network 

digunakan untuk penentuan kelayakan seleksi penerimaan beasiswa bantuan untuk 

mahasiswa pada STMIK PASIM Sukabumi. Model ini dipilih karena proses learning 

dan klasifikasi pada algoritma neural network sederhana dan cepat. Secara umum, 

model algoritma neural network mempunyai tingkat akurasi yang tinggi. 

 

Kata Kunci : Beasiswa, data mining, neural network.  
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ABSTRACT 

 

Scholarship is an important instrument in the course of a learning activity at a higher 

education institution, many of the criteria for the scholarship, among others, based on 

educational achievement, student activity, economic factors and the discipline of the 

students. Accuracy of the determination of the scholarship recipients are used for many 

reasons, primarily to the need for universities to provide convenience and availability 

of scholarship funds allocated to each student, and the opportunity to help 

economically disadvantaged students to remain able to continue their education at the 

college. The purpose of scholarships is a routine activity that must be met by the 

college every new school year and as a motivation to the students who excel to further 

enhance his performance with given scholarships, as well as to assist underprivileged 

students in financial terms so that they will not be interrupted in the middle of the road 

in taking the bench science colleges and in particular to provide an objective and 

reliable means for universities, students and parents to monitor the activities of other 

students in active learning according to curriculum. For handling the problems above, 

the authors used data mining models based on neural network. Neural network model 

will be used for eligibility of students to receive scholarships at STMIK PASIM 

Sukabumi. This model was chosen because of the process of learning and neural 

network classification algorithm is simple and fast. In general, the neural network 

algorithm model has a high degree of accuracy. 

 

Keywords: Scholarship, data mining, neural network 
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