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ABSTRAK

Kebutuhan terhadap komputer berkinerja tinggi kini semakin tidak bisa ditawar lagi,
perhitungan-perhitungan kompleks dan masif diperlukan untuk simulasi, proyeksi
dan prakiraan model dinamis iklim regional khususnya RegCM (Regional Climate
Modeling) versi 4.3.5. Dengan semakin majunya teknologi yang terdapat pada
personal computer, terdapat sebuah solusi alternatif untuk komputer berkinerja tinggi
dengan harga terjangkau, yaitu dengan cara menggabungkan beberapa personal
computer untuk mendapatkan peningkatan performa dalam komputasi. Cara
ini sering disebut dengan PC Cluster. Beberapa keuntungan PC Cluster diantaranya
adalah commodity off-the-shelf hardware, dan digunakannya Sistem Operasi open
source seperti Linux, tool Open MPI (Message Passing Interface) serta beberapa
kompiler seperti GNU, Intel dan PGI. Penelitian ini dilakukan untuk mengetahui
kinerja High Performance Computing yang berbasiskan Cluster dengan melakukan
serangkaian uji coba atau eksperimen pada beberapa kompiler diantaranya: GNU,
Intel dan PGI untuk mendapatkan waktu yang maksimum (cepat) pada komputasi
aplikasi Regional Climate Modeling versi 4.3.5. Hasil uji cobadari beberapa
kompiler dan jumlah prossesor yang berbeda menunjukan bahwa kompiler /INTEL
dapat meningkatkan speedup dan komputasi pada model iklim dinamis regional.

Kata Kunci :PC Cluster, Regional Climate Modeling, Open MPI, Speedup,
Interkoneksi Dinamis, Kompiler, High Performance Computing.
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ABSTRACT

The need for high performance computer is increasingly not negotiable, and the
complex calculations and massive required to simulate, projections and forecasts in
particular regional dynamic climate models RegCM (Regional Climate Modeling)
version-4.3.5. More advanced of the technology found on personal computers , there
is an alternative solution for high-performance computer with affordable. That is
rates by combining multiple personal computers to obtain improved performance in
computation. The way is often referred to as PC Cluster. Several advantages such as
commodity off-the-shelf hardware, and the use of open source operating system such
as Linux, the tool Open MPI (Message Passing Interface) as well as some compilers
such as GNU, Intel and PGI. This study was conducted to determine the performance
of the High Performance Computing that cluster basicly to conduct a series of trials
or experiments on some kompilers to get the maximum time (fast) on the application
of computing Regional Climate Modeling version 4.3.5. The test result of multiple
compilers and different number of prossesors shows that the compiler used INTEL
can improve a speedup and the computational dynamic regional climate model.

Keywords: PC Cluster, Regional Climate Modeling, Open MPI, Speedup, Dynamic
linterconnection, Compiler,High Performance Computing.
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