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ABSTRAK 

 

Pengguna internet sekarang ini semakin meningkat. Sehingga banyak perusahaan 

penyedia layanan internet muncul yang mengakibatkan terjadinya persaingan antara 

perusahaan yang memiliki jumlah pelanggan yang banyak sehingga kecenderungan 

untuk mempertahankan pelanggan merupakan tantangan besar bagi suatu perusahaan 

penyedia layanan internet. Untuk dapat mempertahankan pelanggan, maka perlu 

sebuah model yang dapat melihat loyalitas pelanggan sehingga perusahaan dapat 

mengenali pelanggan loyal dan tidak loyal dan mampu memprediksi seberapa banyak 

pelanggan yang akan meninggalkan perusahaan dan berpaling kepada kompetitor. 

Dengan mengetahui loyalitas pelanggan, perusahaan juga dapat meningkatkan 

hubungan dengan para pelanggannya. Algoritma C4.5 merupakan algoritma data 

mining yang cukup baik untuk mengetahui dan memprediksi pola loyalitas pelanggan 

dengan akurasi yang tinggi. Model C4.5 memiliki akurasi yang sangat tergantung 

pada attribut pembentuknya, oleh karena itu pengolahan data awal sangat penting 

untuk dapat menghasilkan model data yang tingkat akurasinya lebih tinggi. Algoritma 

Particle Swarm Optimization (PSO) dan genetic algorithm (GA) akan diterapkan 

untuk pembobotan attribute sehingga nilai attribut yang diolah dengan C4.5 dapat 

disesuaikan untuk mendapatkan hasil yang maksimal. Dengan terbentuknya model 

loyalitas pelanggan, perusahaan dapat mempertahan pelanggan baik, dan mampu 

meningkatkan hubungan terhadap pelanggan yang kurang loyal. 

 

Kata kunci: 

Loyalitas pelanggan, pembobotan attribute, algoritma C4.5, algoritma Particle 

Swarm Optimization (PSO), genetic algorithm (GA) 
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ABSTRACT 

 

Internet users now been increased. So many internet service providers emerging 

companies which resulted in a competition between the companies that have a lot of 

subscribers so that the tendency to retain customers is a major challenge for an 

internet service provider company. To be able to retain customers, it needs a model 

that can see customer loyalty so that companies can identify loyal and disloyal 

customers and be able to predict how many customers are going to leave the 

company and turned to competitors. By knowing customer loyalty, companies can 

also improve relationships with customers. C4.5 algorithm is a data mining 

algorithms are good enough to identify and predict patterns of customer loyalty with 

high accuracy. C4.5 models have an accuracy that is highly dependent on its 

constituent attributes, therefore the initial data processing is very important to be 

able to produce a data model that a higher level of accuracy. Algorithm Particle 

Swarm Optimization (PSO) and genetic algorithm (GA) will be applied for attribute 

weighting so that the attribute values are processed by C4.5 can be adjusted to get 

the maximum results. With the formation of customer loyalty models, companies can 

retain good customers, and to improve the customer relationships that are less loyal. 

 

Keywords: 

Customer loyalty, weighting attributes, C4.5 algorithm, Particle Swarm Optimization 

algorithm (PSO), genetic algorithm (GA) 
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