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ABSTRAK

Perusahaan atau institusi diberbagai bidang memerlukan software untuk
membantu proses bisnis mereka agar dapat berjalan dengan cepat, tepat, efektif
dan efisien. Tentunya software yang digunakan haruslah mempunyai standar
kualitas yang baik agar tujuan dari perusahaan atau institusi tersebut dapat
terpenuhi. Oleh karena itu diperlukan software-software yang tidak memiliki
kesalahan / error (defect). Kesalahan biasanya disebabkan oleh kesalahan
manusia. Sudah banyak peneliti lain melakukan pembuatan model untuk
pengembangan software, yang nantinya akan digunakan untuk para pengembang
untuk membuat software. Model yang diusulkan diusulkan diharapkan agar dapat
menghasilkan software yang berkualitas yang tanpa defect. Dari beberapa
penelitian sebelumnya belum ada model yang akurat untuk prediksi Software
Defect karena jumlah variabel yang banyak dan beragam mengakibatkan prediksi
yang kurang akurat. Model yang cukup baik untuk melakukan prediksi software
defect adalah C4.5, MLP dan Naive Bayes. Beberapa peneliti lain juga mencoba
meningkatkan akurasi yang ada dengan melakukan pemilihan variable yang
digunakan. Pada Penelitian ini Genetic Algorithm akan diterapkan untuk
pemilihan variable pada metode C4.5, MLP dan Naive Bayes dengan
menggunakan data dari NASA Dataset. Setelah itu akan dilakukan pengujian
dengan Kurva ROC dan Confusion Matrix untuk mencari model mana yang
menghasilkan tingkat akurasi paling tinggi dalam prediksi software defect. Hasil
akurasi yang diperoleh membuktikan bahwa Naive Bayes memiliki tingkat akurasi
yang lebih tinggi dibandingkan C4.5 dan MLP. Naive Bayes dengan Genetic
Algorithm menghasilkan persentase akurasi 88,25% dan dengan nilai AUC (Area
Under Curve) sebesar 0.772. dengan demikian algoritma Naive Bayes
dioptimisasi dengan Genetic Algorithm dapat memprediksi Software Defect
dengan lebih baik.

Kata Kunci: Software Defect, C4.5, MLP, Naive Baye , Genetic Algorithm



ABSTRACT

Companies and institutions in various fields require software to help their
business processes in order to run fast, precise, effective and efficient. Surely the
software used must have good quality standards for the purpose of a company or
institution can be met. Thus the necessary software that does not have a fault /
error (defect). Errors are usually caused by human error. There have been many
other researchers doing modeling for software development, which will be used
for the development of fatherly making software. The proposed model is proposed
is expected to produce quality software is without defect. Of several previous
studies there has been no accurate model for prediction of Software Defect due to
the number of variables are many and varied which resulted in less accurate
predictions. Model is good enough to do software defect prediction is C4.5, MLP
and Naive Bayes. Several other researchers also tried to improve the accuracy of
existing by variable selection are used. The research on genetic algorithm will be
applied to the selection of variables in methods of C4.5, MLP and Naive Bayes
using data from the NASA dataset. After that will be tested with ROC curves and
Confusion Matrix to find which model produces the highest level of accuracy in
the prediction of software defects. Accuracy results obtained prove that the Naive
Bayes has a higher degree of accuracy than C4.5 and MLP. Naive Bayes with
Genetic Algorithm produces an accuracy percentage of 88.25% and the value of
AUC (Area Under Curve) of 0.772. thus Naive Bayes algorithm optimized with a
genetic algorithm to predict the Software Defect better.

Keywords: Software Defect, C4.5, MLP, Naive Bayes, Genetic Algorithm
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