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Abstrak

Harga saham yang berfluktuatif membuat saham tidak mudah diramalkan secara linier.
Diperlukan metode yang bisa menduga harga saham dengan akurat untuk membantu
investor mengambil keputusan membeli dan menjual saham. Salah satu pendekatan
yang cukup tangguh dalam mengatasi problem non linier adalah Artificial Neural
Network (ANN). ANN telah banyak digunakan dalam memecahkan masalah-masalah
finansial yang memerlukan pengenalan pola. Penelitian ini bertujuan membandingkan
algoritma Multilayer Perceptron (MLP) dan Support Vector Regression (SVR) untuk
meramalkan harga saham harian Semen Gresik. Variabel prediksi dibedakan dalam dua
model, yaitu input 6 lag dan 10 lag. Dari berbagai model yang dapat dibentuk dengan
arsitektur jaringan, fungsi aktivasi, metode pembelajaran jaringan yang berbeda pada
Multilayer Perceptron (MLP) dan type SVR, fungsi kernel pada Support Vector
Regression (SVR) serta penerapan preparation data dengan menghapus trend data
time series diikuti stabilisasi variance atau tidak , diperoleh 48 model untuk MLP dan
16 untuk SVR pada masing-masing model prediksi. Hasil empiris menunjukkan bahwa
model Support Vector Regression (SVR) dengan variabel prediksi 10 lag memberikan
akurasi peramalan yang terbaik dibandingkan model SVR dengan variabel prediksi 6
lag maupun terhadap model MLP baik pada model 6 lag maupun 10 lag.

Kata-kata Kunci : Peramalan, Runtun Waktu, Jaringan Saraf Tiruan, Neural Network,
MLP, SVM, SVR
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Abstract

The Volatile or fluctuate stock price make the stock is not easily predicted by linear.
required method that can accurately guess the stock price to help investor make
decision to buy and sell the stock. one approach that is strong enough to overcome non
linear problem is Artificial Neural Network (ANN)ANN has been widely used in solving
financial problems that require pattern recognition. This research aimed to compare
Multilayer Perceptron (MLP) algoritm and Support Vector Regression (SVR) to
predict Semen Gresik daily stock prices. predictive variables are distinguished in two
models, namely input 6 lag and 10 lag. From various models that can be formed with
the network architecture, activation function, network learning method that different on
Multilayer Perceptron (MLP) and SVR type,kernel function in support vectorregression
(SVR) and implementation of data preparation by removing trend of time series data
followed by variance stabilization or not, obtained 48 models for MLP and 16 for SVR
in each of prediction models. The empirical result show that the Support Vector
Regression (SVR) model with 10 Lag predictive variables give the best prediction
accuracy compared to SVR Models with 6 Lag predictive variables and to MLP both 6
lag and 10 lag models.

Key words: Forecasting, Time Series, Artificial Neural Networks, Neural Network,
MLP, SVM, SVR.
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