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ABSTRAK

Ruang Publik Terpadu Ramah Anak (RPTRA) merupakan Ruang Terbuka
Hijau (RTH) yang didesain dengan konsep modern yang ramah anak dengan
dilengkapi berbagai sarana prasarana pendukung. RPTRA Condet menjadi salah
satu dari 65 RPTRA yang telah terbangun di DKI Jakarta dari target 123
pembangunan RPTRA. Konsep ramah anak yang diterapkan pada ruang publik
kerap kontradiksi dengan fakta yang ditemui di lapangan sehingga berpotensi
membahayakan anak dalam beraktivitas di ruang publik. Oleh karena itu, evaluasi
kualitas RPTRA menjadi metode yang tepat digunakan dalam penelitian ini.
Penelitian ini bertujuan untuk menganalisis kepuasan pengunjung RPTRA Condet
dengan menggunakan teknik data mining dengan Model SVM. Atribut masukan
kepuasan pengunjung dalam penelitian ini mencangkup fasilitas, pelayanan dan
loyalitas. Dalam penelitian ini, didapatkan bahwa hasil yang didapatkan berasal
dari beberapa atribut masukan menghasilkan hubungan sebab-akibat dalam
mengklasifikasikan pengunjung puas dan tidak puas. Penelitian ini diharapkan
dapat membantu pihak pengolah taman dalam meningkatkan kepuasan
pengunjung untuk mempertahankan pengunjung dan meningkatkan citra taman
ruang terbuka hijau (RTH). Dari hasil pengujian dengan mengukur kinerja Model
tersebut menggunakan metode pengujian Confusion Matrix dan Kurva ROC,
diketahui bahwa algoritma Support Vector Machine memiliki nilai Accuracy
yang baik . Sehingga dapat diterapkan untuk permasalahan Prediksi Kepusan
Pengunjung di RPTRA Condet.

Kata kunci:, Taman , Kepuasan, SVM, Confusion Matrix, Kurva ROC.
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ABSTRACT

The Child Friendly Integrated Public Space (RPTRA) is a Green Open Space
(RTH) designed with modern child-friendly concept with various supporting
facilities. RPTRA Condet became one of 65 RPTRA that has been built in DKI
Jakarta from the target of 123 RPTRA development. The concept of child-friendly
that is applied to the public space is often contradictory to the facts encountered in
the field so that potentially harm the child in the activity in the public space.
Therefore, RPTRA quality evaluation becomes the appropriate method used in
this research. This study aims to analyze the satisfaction of RPFTRA CONDET end
by using data mining techniques with SVM Model. The customer satisfaction
input attribute in this research covers facilities, service and loyalty. In this study, it
was found that the results obtained from some input attributes result in causal
relationships in classifying satisfied and dissatisfied consumers. This research is
expected to help the garden processors in increasing end-user satisfaction to retain
Pengunjung and improve the image of green open space park (RTH). From the
test results by measuring the performance of the model using Configuring Matrix
testing methods and ROC curves, it is known that the Support vector macine
algorithm has a good accuracy value. So it can be applied to the problem of
Cultivation Prediction Pengunjung in the park tabebuya.

Keywords :, Garden, Satisfaction, SVM, Confusion Matrix, ROC Curve
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